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This symposion is devoted to the formal analysis of the syntax of Finno-Ugric languages, focusing on how their particular features relate to Universal Grammar. Analyses of Finno-Ugric languages have made a number of important contributions to the theory of Universal Grammar, over the years, extending the limits of syntactic variation allowed by UG. They demonstrated the presence of a rich, articulated left periphery in sentence structure, involving, for example, a contrastive position in Finnish, and, in Hungarian, exhaustive structural focus as well as landing sites for overt quantifier raising. Other issues raised by Finno-Ugric languages included freedom of word order in certain sections of the sentence (but strict word order in the left periphery). They showed the need for divorcing the predicate-external argument from the grammatical function 'subject'. The complex Finno-Ugric possessive construction served as argument for assuming layers of functional projections in the noun phrase. The rich system of cases - among them the partitive case of Finnish and Estonian - remain a challenge to standard case theory. The problems raised by the partitive case include its interaction with the specificity of the internal argument, with aspect, epistemic modality, and with verb-object agreement. In Ostyak, the mapping of theta-roles on case positions appears to interact both with specificity and with discourse functions. Finno-Ugric negation also has its particular properties to be accounted for, including a negative auxiliary in Finnish and Sami, the abessive/caritive negation, and intricate negative concord phenomena in several languages. The partial pro-drop characteristic of Finnish has necessitated a modification of the theory of pro-drop, and the Estonian impersonal and genitive agents are instances of current debate. Among the phenomena in Finno-Ugric languages which deserve to be more widely known in the linguistic research community is the great variety of non-finite constructions, often with intricate agreement and case patterns. Another is the variety of question particles, focus particles, and modal particles. For example, Estonian has both a sentence-initial and sentence-final Q-particles, while Finnish has a 'second-position' Q-particle which can be deeply embedded in a fronted phrase. The mix of head-final and head-initial properties found particularly in the Western Finno-Ugric languages poses challenges to theories of linearization (including the LCA).
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Hungarian causatives, and their place in Pylkkänen’s typology

This talk has three goals and three corresponding parts: 1. Countering recent arguments against the feasibility of a syntactic analysis of Hungarian external causatives; 2. Proposing a syntactic account in a Marantz (2001)-type antilexicalist framework; 3. Placing Hungarian in Pylkkänen’s (2001) morphosyntactic typology of causatives, esp. in comparison with Finnish.
1. In two recent papers, Horváth & Siloni (H&S, 2008; to appear) argue for a lexical treatment of Hungarian external (-tAt) causatives, as well against the viability of any non-lexical treatment in general. In this paper I take issue with them on their conclusion, as well as their argumentation, to show that (i) several of their arguments are empirically unfounded, therefore (ii) their general conclusion is unwarranted, and in fact, (iii) the data definitely allow for a non-lexical treatment, the essentials of which will be spelt out in Part 2. H&S’s main thrust is this: Hungarian (H) external causatives, as opposed to their Japanese (J) counterpart, display none of the biclausality effects present in J, hence (their argument goes) H causatives only involve a single event and causativization affects the whole of the predicate with its theta-grid as a lexical operation, leaving no room for syntactic derivation à la Harley (2006) or Pylkkänen (2002). I’ll go through their arguments, and show that in some key cases they ignore important data that invalidate their point. In particular: (i) data on controlling participial subjects in H causatives shows that there are two subject roles, hence, just like in J, two event domains are involved: (1). ((1c) shows that the object cannot control the participial subject in this constructions.) (ii) In H causatives the core event can be adverbially modified: while subject-oriented adverbials are unavailable for the causee, other adverbials like frequency or restitutive adverbial modification can affect the core event: (2). (iii) H&S try to build upon Reinhart’s (2002) point that it is a key property of lexically derived causatives that the causer can only be an agent (one with a ‘mental state’); but they obviously ignore H data where the external causer is not an agent: (3), so the necessity link to lexicality does not exist. My conclusion is that H external causatives are not biclausal, but their monoclausal structure has a multilayered predicate phrase, such that it includes two event domains (one for the core event and one for the causation event), and this structure and its properties are clearly derivable in an antilexicalist framework, at least as well as in H&S’s lexical model. 
2. I therefore propose a non-lexical way to derive the construction along the following lines:
· Rich decompositional predicate structure (building upon Kratzer 1996, Marantz 2001), as in (4), where v is the verbalizing affix, responsible (among others) for the ergative-transitive alternation (e.g.: gur-ul ‘roll.erg’ vs. gur-ít ‘roll-tr’), c-int is the component introducing internal causation, i.e. eventivity and agentivity, and Voice introduces an external argument. The affixal category caus (-tAt) takes this whole extended predicate domain as its complement, itself projecting its own external argument, the causer.

· This way, we have two event domains: one of caus, the event of causation, and one of c-int, the core event, both modifiable separately in principle (cf. (2)), and two ‘subject roles’ (i.e., external arguments) as well, giving rise to the ambiguity type in (1b). The absence of subject-oriented modification to the causee follows on the assumption that such adverbials are attached to the largest extension of the predicate (to be outside the scope of any other argument, lower in the structure), where it is accessible to the causer, that being the argument related/raised to T.

· Clausal architecture is erected upon the structure in (4), yielding just one tense (and binding) domain, and just one negation layer (no Neg can intervene between caus and c-int, possibly for morphological reasons). The case pattern of H causatives (causer = nom, causee = acc or instr) follows this way: the highest argument is linked to the nominative potential of T; a single available acc resides on Voice, which it may transfer to the head projecting a superior external argument: caus — if the transfer occurs, then the external argument of Voice is its closest checker/assignee (5a, b), but then any internal argument is left without acc; alternatively, Voice checks any internal argument’s acc, whereby it has nothing to transfer to caus, and this is when the causee-argument is left with the only option of (inherent, causee-role-linked) instr: (5c, d).

3.  Pylkkänen (2001) sets up a typology of morphological causatives based on where the causative morphology attaches in syntax: root-selecting (English) vs. verb-selecting (Finnish) vs. VoiceP-selecting (Japanese). Given that certain types of modification to the caused event are available in H, but (crucially) not agent-oriented adverbs, H should fall into the verb-selecting type, just like Finnish. However, the participial control facts shown in (1b, c), and the possibility of accusative case on the causee suggest that the external argument of the caused event must be projected in syntax in H., so the typology must be modified to accommodate H, either by splitting the verb-selecting class into two subclasses, or (in line with my proposal in 2. above) by pushing the source of effects upwards in the syntactic structure: H is a good case of VoiceP-selecting causatives, but then in the Japanese-type construction, caus attaches even higher in the structure, somewehere in the low inflectional domain, above Neg (cf. the option of a negated caused event in J), but below T.
Data:

(1a)
Taroo-wa arui-te Hanako-o ik-ase-ta.
Taro-top walk-prt Hanako-acc go-caus-past

(i) ‘Taro made Hanako go, walking’ /  (ii) ‘Taro, walking, made Hanako go’
(1b)
Laci a földön fekve énekeltette Marit.
(1c)
Laci a földön fekve rugdosta Marit.


L. the ground-on lying sing-caus-past M-acc
     L. the ground-on lying kick-freq-pst M-acc


‘L. made M. sing lying on the ground.’

         ‘L. was kicking M. lying on the ground.’
(ambig.: L or M was lying on the ground)

(unambig.: L/*M was lying)
(2a)
A tanár kétszer íratta le Lacival a verset.


the teacher twice write-caus-pst down L-with the poem

‘The teacher made Laci write down the poem twice.’ – ambig.:‘twice made’ or ‘twice wrote’) 
(2b)
Laci újra kinyittatta Marival az ajtót.


L. again out-open-caus-pst M-with the door


‘Laci made Mary open the door again.’
 ambig.: ‘made again’ or ‘opened again’ (restit., too!) 
(3a)  Az éhség legyőzette velem az undort.

(3b) A válság eladatta velem a házat.
         the hunger defeat-caus-pst with.me the disgust
        the crisis sell-caus-pst with.me the house

         ‘Hunger made defeat disgust.’


        ‘The crisis made me sell the house.’
(4)
[ (ext argcauser) caus [ (ext argcausee) Voice [ c-int [ v [ (root (internal arg) ]]]]]
(5a)
Laci altatta/futtatta Marit.

(5b)   *
Laci altatott/futtatott Marival.


L. sleep-caus-pst/run-caus-pst M-acc

L. sleep-caus-pst/run-caus-pst M.-instr 

‘Laci made Mary sleep/run.’


intended: ‘Laci made Mary sleep/run.’

(5c)
Laci könyvet vetetett Marival.
(5d)   *
Laci könyvet vetette Marit.


L. book-acc buy-caus-pst M.-instr

L. book-acc buy-caus-pst M.-acc


‘Laci made Mary buy a book.’


intended: ‘Laci made Mary buy a book.’
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Negative concord revisited
Our aim in this paper is to provide a uniform explanation to the disparity observed in negative sentence construction in a wide range of languages, especially for data left on the margin of any solution-providing theory. A minimalist analysis of the feature-structure of some functional categories together with an effective use of the Mapping Hypothesis provides descriptive as well as explanatory adequacy to our theory.
We show several concrete aspects related to negative operators (NEG) in Hungarian, a Finno-Ugric language, as opposed to English and Spanish, as representatives of two different language groups of the Indo-European languages. We propose a novel theoretical approximation, which reduces the observed structural differences to the internal configuration of linguistic items of the specific derivation. According to minimalist guidelines syntactic processes imply feature-checking, thus, we assume that the [nneg] feature of NEG is checked when the adequate Agree relation is established between the mentioned feature and a homolog one on a lexical element.

Accepting the hypothesis that the Lexicon module of the Language Faculty selects and configures the elements of Lexical Arrays for the Computational System, we propose that the internal feature architecture of functional elements show a high degree of parameterisation across languages. In such context, operators can be assigned to different functional elements in each language. More precisely, we propose that NEG is assigned to T both in English and Spanish and to F (a projected proxy category between v and T) in Hungarian.
1) English Spanish Hungarian

NEG operator T T F

In sentence negation it is generally the negative adverb not that assures semantic negation because it checks [nneg] of NEG when merges with the derivation. Not all negative sentences, though, need the presence of a negative adverb. Sometimes specific lexical items, which we call n-words, are able to express the function of semantic negation. Most recent research assigns some sort of a quantificational character to these elements without reaching consensus

upon the matter. Early papers assign them existential value, while recent articles consider nwords, like nothing or nobody, universal quantifiers. Certain contexts require the presence of both a negative adverb and an n-word giving way to the phenomenon called Negative Concord (NC). There are also languages with Negative Polarity Items (NPI), which acquire certain negative character from their context; usually due to the negative adverb like in I don’t know anyone here.

Now observe the following parallel sentences taken from English (in a), Spanish (in b) and Hungarian (in c).

2) a. Nobody works on Sunday.

b. Nadie trabaja los domingos.

c. *Senki dolgozik vasárnaponként.

3) a. *Nobody does not work on Sunday.

b. *Nadie no trabaja los domingos.

c. Senki nem dolgozik vasárnaponként.

4) a. He did not teach any-thing.

b. *No enseñó cualquier cosa.

c. *Nem tanított bármit.

5) a. *He did not mention nothing.

b. No mencionó nada.

c. Nem említett meg semmit.

Sentences (3)-(4) use a quantifier in subject position, consequently it is projected as a specifier for TP, while sentences (5)-(6) employ a quantifier in object position. On the one hand, English agrees with Spanish when omitting the negative adverb if the quantifier acts as subject (3.a,b) (4.a,b). In this case, the quantifier is required to be universal. On the other hand, Spanish lines up with Hungarian when the quantifier is in object position (5.b,c) 6.b,c): in sentences where sentence negation is expressed with the help of a negative adverb, bothlanguages use a universal quantifier in object position, as opposed to languages like English (5.a), where the only grammatical option is the use of a NPI in this position. In order to give a coherent explanation to such facts, we propose that the acquired quantifier scope directly affects the syntax of negative sentences. According to the Mapping Hypothesis of Diesing (1992), sentence structure reflects the logical representation of the sentence: linguistic material in VP projects the nuclear scope, while linguistic material in TP projects the restrictive scope. As an example, look at data in (7), the sentence in (a) is projected as in (b) (the quantifier is excluded from both scopes and undergoes the so called Quantifier Construal):

6) a. Every girl eats an apple.
b. Everyx [x is a girl] (∃y) y is an apple ∧ x eats y
quantifier restrictive clause nuclear scope

Applying (1) to the data in (5) it is clear that in (5.a) NEG is projected above the nuclear scope, hence any variable in this domain is linked in the logical representation of the sentence to this negative operator. This is the reason why English uses the default option: an existential quantifier in object position. The logical representation of (5.a) is thus (8):
8) x: (x is he) ¬[(∃y) y is a thing ∧ x teaches y]
Jiménez (1994) relying on a clear distinction between strongly and weakly quantified NPs proposes the extension of the nuclear scope to TP for languages like Spanish (this distinction applies for Hungarian as well). Consequently, in the case of sentence negation NEG is assigned to T, hence now within the nuclear scope. If we force the merge of an indefinite object, a NPI, the variable introduced by merge would be linked to an existential quantifier, which then would c-command NEG (remember the existential quantifier joins the maximal projection of the nuclear scope) (9.a):

9) a. *No enseñó cualquier cosa.

Not teach-past-3rds any thing

x: (x is he) ∃y (y is a thing) ¬[x taught y]

b. No mencionó nada.

Not mention-past-3rds nothing

x: (x is he) (∀y) ¬[y is a thing ∧ x mentioned y]

Employing inherently negative universal quantifiers helps the construction to escape the extended nuclear scope and the sentence receives the correct interpretation (9.b). This fact also explains the use of n-words in (3.a), (3.b) vs (4.a), (4.b): the canonical subject position [Spec,TP] does not fall within the scope of NEG, which is assigned to T, therefore the indefinite has to be an inherently negative universal quantifier in order to express sentence negation. The grammaticality of the Hungarian (4.c) as opposed to (3.c) derives from the proxy character of F to which NEG is assigned in the Lexicon.
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Long-Distance Case Assignment in Finnish

In the literature on Finnish syntax one finds scattered remarks here and there that the case suffix of a given nominal element can be determined by a non-local case-assigner. This paper reports the results of an in-depth examination of this phenomenon. I call it "long-distance case assignment" (LDCA).

Finnish has several types of long-distance case assignment relations. One of these is illustrated in (1a), in which the sentential negation assigns partitive case to an object separated from the negation by three non-finite verbs (glossed as VA, A and MA in this abstract)(1a). Without the matrix negation, accusative case is also possible (1b).

(1)

a.

Minä en uskonut Pekan haluavan olla syömässä *leivän/leipää

I not believe Pekka.GEN want.VA be.A eat.MA bread.ACC/bread.PRT


b.

Minä uskon Pekan haluavan olla syömässä leivän/leipää

I believe Pekka.GEN want.VA be.A eat.MA bread.ACC/bread.PRT

Notice that the LDCA relation is neither cut off by the genitive argument Pekan 'Pekka.GEN' located between the negation and the object nor is this genitive DP affected by the negation. On the other hand, if the negation c-commands several objects, they are all assigned partitive case:

(2)

Pekka ei nähnyt *Merjan/Merjaa syömässä *leivän/leipää

Pekka not see Merja.ACC/Merja.PRT eat.MA bread.ACC/bread.PRT

Another example of long-distance case assignment in Finnish is constituted by accusative realization. The morphological form of the accusative case, here glossed as ACC(0) and ACC(n), depends on c-commanding phi-features (3a-c). Again the effect crosses non-finite boundaries (3d), exactly as the partitivization by negation (1-2).

(3)

a.

Heidän täytyy haluta rakentaa talo/*talon

They must want build.A house.ACC(0)/house.ACC(n)

b.

Heidän täytyy uskoa rakentavansa talo/talon

They must believe.A build.Px/3LP house.ACC(0)/house.ACC(n)

c.

He uskovat rakentavansa *talo/talon

They believe build.VA.3PL house.ACC(0)/house.ACC(n)

d.

Minun täytyy uskoa Pekan haluavan olla syömässä *leivän/leipä

I must believe.A Pekka want.VA be.A eat.MA bread.ACC(n)/bread.ACC(0)

Overall it is true that the object case in Finnish (and only the object case), hence partitive and accusative, is subject to LDCA. One possibility to analyse these constructions is that the sequence of non-finite verbs constitutes a monoclausal structure, perhaps because of clause restructuring. This is refuted by two definitive reasons: each of the non-finite verbs may have its own thematic arguments (4) and its own adverbial modification (5).

(4)

Minä käskin Ainon uskoa Merjan käskevän Pekkaa pyytämään Jukkaa syömään leipää

I asked Aino believe.A Merja order.VA Pekka ask.MA Jukka eat.MA bread

(5)

Minä uskoin eilen Pekan halunneen maanantaina olla syömässä tänään leipää

I believed yesterday Pekka want.VA monday be.A eat.MA today bread

Another possibility often hinted at in the literature is that the assignment relation is 'semantic'. There are at least eight compelling reasons to think that this is incorrect: (i) partitive is a structural, general 'complement' case in Finnish; (ii) LDCA is constrained by approximately the same properties which regulate A-bar movement and hence narrow syntactic properties; (iii) the morphological form of the accusative suffix in Finnish can be similarly determined by the same long-distance assignment relation (3a-d), but this realization is clearly only formal, not semantic; (iv) the relation penetrates into phrases and constituents that have no natural semantic relation to the matrix negation, see example (6) below; (v) if the object is EPP-moved out of the c-command domain of the negation, partitive disappears, which is unexpected if the relation is semantic, see example (7) below; (vi) semantic case assignment, if anything, should be local (s-selection) but this is not the case here; (vii) the partitive of negation falls under a completely systematic pattern in Finnish under which the functional heads with uninterpretable phi-features assign structural case features. Thus, from the example (1) it is possible to see that the negation, not the verb, is valued the subject's phi-features; example (3a-d) shows that the form of the accusative is determined by c-commanding phi-features. (viii) The long-distance case assignment bears interesting parallels with negative polarity items which are regulated by syntactic mechanisms (i.e. the alteration between clitics -kin/-kaan). 

(6)

Pekalla ei ollut sopimusta ostaa auto/autoa

Pekka not have agreement buy.A car.ACC(0)/car.PRT

(partitive made possible by matrix negation)

(7)

Kakku ei näytä olevan vielä syöty

cake.NOM not seem be.VA yet eaten

(the thematic object EPP-moved out of the c-command domain on negation)

If LDCA is approximately the same relation as that formed by A-bar movement between the moved element and its copy/trace, then we might want to pursue the hypothesis that what we are seeing in examples such as these is some sort of movement. But nothing moves. Covert movement? I have found no evidence for posting such mechanisms, i.e. scope shifts. It also bears emphasis that LDCA only approximates the A-bar system, as there are some mismatches.

Recent evidence has led linguists to think that case assignment should be separated from movement, perhaps in a manner that agreement (Agree) is a precondition for movement. Suppose that this is the case, and that a case assignment is established between a probe (e.g. Neg) and a goal (e.g., object DP), a PG-dependency for short. To capture LDCA in principle we have to assume that the negation is able to assign case to several DPs. With some reservations, discussed below, the data supports Ken Hiraiwa's theory of multiple agree under which this possibility is realized. Notice that the negation agrees fully with the subject, but it does not agree with the object (see 1) to which it assigns the object case. PG-dependency might constitute a precondition for phi-Agree, but it is not the same thing. 

Accusative realization in Finnish constitutes another instance of LDCA. Previous literature on the matter shows that the n-accusative emerges if the object DP is c-commanded by a predicate with phi-features; 0-accusative otherwise (3a-c). It is easy to show that the relation is LDCA (3d). What happens if the object is c-commanded by a predicate which has phi-featurs and another without? Here is one specimen of this type (discovered by Anne Vainikka):

(8)

Meidän täytyy uskoa löytävämme talo/talon 

We must believe.A find.VA.1PL house.ACC(0)/house.ACC(n)

What happens in these circumstances is that both forms are possible. Thus to determine the object case feature in Finnish it is not sufficient to look only the closest case probe. In the example above, three c-commanding elements must be taken into account: local v (since only syntactic objects are affected), VA-infinitive (with agreement) and the matrix verb (no agreement). 

As soon as we take this step, a lot of additional data seems to make sense. The negation partitivizes only the object, hence we need to look both v and Neg; to determine a case feature for a noun head in Finnish, we need to look both whether there is a local numeral and what other more prominent case probes might exist; in some languages, a given DP shows several (even four) overt case features, stacked iconically in order of their prominence. This type of construction also involves long-distance case assignment. I suggest that we need a system in which several probes can affect the case realization at one goal. 

It is convenient to describe these relations as a probe-set (P1, ..., Pn) containing the c-commanding probes. This would constitute in effect an 'inverse' of the Hiraiwa-Chomsky multiple agree, call it Inversed Multiple Agree (IMA). I suggest that long-distance case assignment in Finnish is but one instances of inversed multiple agree. Moreover, IMA hypothesis can offer a solution to several controversial issues in Finnish case system, in essence by relaxing the requirement that case assignment must always be local. In addition, the hypothesis has several interesting ramifications to the theory of grammar, for instance, it suggest that (as argued independencly by Boskovic) Agree cannot be constrained by phases/PIC. But above all, it provides new angle to the perennial question of why natural languages have nominal case in the first place.
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The case of the divisible phase

There are a variety of approaches to case alternation in Finnish (and some other Finno-Ugric languages; cf. Tamm 2004 on Estonian), including Vainikka 1989, Nelson 1998, Kiparsky 1998, 2001, and Kratzer 2004. These offer an account of the alternation between partitive and other structural cases on nominals. The majority of these proposals focuses on a subset of the environments where case alternation is attested, and do not attempt to derive all instances of case alternation. I propose a Minimalist account which covers all environments in question.

Case marking in Finnish: The basics. Abstract and morphological case (see recently Legate 2008) must be sharply distinguished in any successful account of case in Finnish. I assume that abstract case is licensed as usual in earlier Minimalist treatments which do not assume inheritance (e.g. in Chomsky 2001): subject case is licensed (= checked) by T and object case by v, both in the syntactic component. I argue that morphological case (henceforth m-case) is determined in the postsyntactic morphological component, which can be sensitive to compositionally determined semantic properties. The relevant semantic property is divisibility, a type of homogeneity; partitive case arises within divisible domains (roughly: a predicate P is divisible iff whenever P(x), then for all y ⊆ x, P(y)). For instance, either a divisible eventuality (loving x in (1a)) or a divisible object (apples in (1b)) can yield partitive m-case on the object:

(1)a
Hän



rakasti





kissaa


     b

Hän

osti



omenia


he.nom

love.past,3sg

cat.part





he.nom
buy.past,3sg
apples.part


'He loved the cat'















'He bought (some) apples'

I argue that divisibility is determined compositionally, at LF. Duplicating the compositional process within syntax is superfluous, and it also raises problems for coercion phenomena. In sum, m-case is influenced by semantic properties, and it is determined within morphology.

Divisibility and phases. The divisibility of some domain licenses partitive case; otherwise another structural m-case (nominative or accusative) surfaces on the nominal. I argue that the relevant domain is the one that undergoes Transfer to the interfaces. This domain is transferred to LF (where divisibility is determined) and PF (the branch which contains the morphological component, where m-case is determined). Following Chomsky 2001, the Transfer unit is the domain / complement of a phase P1. Transfer happens upon the completion of the next higher phase P2. The m-case on a structurally case marked DP is determined as follows:

(2)
M-case on an N head can be determined by the divisibility of


(a) the complement of the phase minimally containing the case marked element 


     (i.e. the N head itself) or


(b) the complement of the phase minimally containing the element that checks the [Case] 


      feature of the DP


If at least one of these domains is divisible, the m-case is partitive. It is not partitive if


for both domains (i) the domain is non-divisible or (ii) divisibility cannot be determined.

Note that it is the complement of a phase, i.e. a Transfer unit, that is relevant. M-case appears on an N head, hence the direct relevance of N for the domain in (2a). (2) accounts for (1) as follows. Let us assume that DP and vP are both phases. In (1b), partitive m-case arises because the complement of a null D head is partitive. In (1a) the complement of the v head is divisible (a stative predicate), and v checks [Case]. The relevant phase is vP, and the object is partitive.

Partitive case elsewhere. Partitive m-case in other environments also follows from (2). First, negation permits only partitive objects, even if accusative case is possible in absence of negation:

(3)a
Helena




kutoi





villatakin


Helena.nom

knit.past,3sg
sweater.acc


'Helena knitted a sweater' (Vainikka 1989:151)

       b
Helena




ei




kutonut




villatakkia
/*villatakin


Helena.nom

not.3sg

knit.participle
sweater.part
/  sweater.acc


'Helena didn't knit a sweater' (Vainikka 1989:152)

The facts follow if negation is a restructuring verb (in support, note the agreement morphology on negation). Restructuring verbs select a defective vP complement, where v is neither a phase head nor capable of [Case] checking. Instead, [Case] is checked by negation. At the same time, negation yields a divisible domain; whenever a predicate does not hold for an argument x, it also fails to hold for any part of x. I argue that negation yields a divisible complement for the phase CP, which contains the [Case] checking Neg. By (2b), the partitive m-case on the object follows.

     The restructuring verb annoa 'let' can appear with an accusative object of the lexical verb. Whenever the clause containing annoa is negated, the object is obligatorily partitive (4). Again, it is Neg which checks [Case] and since it yields divisibility, the m-case of the object is partitive. 

(4)
En





antanut





sinun



nähdä




karhua


not.1sg

let.participle

you.gen
shoot.2inf

bear.part


'I did let you see a/the bear' (Kiparsky 2001:357)

(2b) also accounts for partitive m-case in (5a). Prepositions describe relations of 'lacking' (Vainikka 1993), which I argue to follow from an embedded negation. As before, negation yields divisibility and consequently, partitive case within the complement of the phase PP. For partitive case with quantifiers and numerals, illustrated in (6), divisibility also holds; the complement of the quantifier itself is divisible. For the appearance of partitive case, I propose a case stacking account. Like the Japanese topic marker -wa, partitive can replace structural, but not non-structural case on the complement of a quantifier (cf. Richards 2007); in (6), part replaces acc.

(5)a
ilman



sateensuojaa

















  
b
pöydän

kanssa


without

umbrella.part


















table.gen

with


'without an umbrella' (Vainikka 1989:143; preposition)

'with a table' (postposition)

(6)
Kissa


söi







paljon




hiiriä


cat.nom

eat.past,3sg

a.lot.of.acc

mouse.part


'The cat ate a lot mice' (Thomas 2003:20)

Universality. These case alternation patterns are far from universal, but they have general implications. First, they support the view that some of the phenomena often ascribed to syntax are better explained by referring to morphology. A  morphology- or surface-oriented approach to case (cf. Legate 2008, Woolford 2003, a.o.) is more attractive than the 'standard' approach, where case is determined by the [Case] checking head (T or v). Bobaljik 2008 also argues for this conclusion with reference to phi-feature agreement. This view is not uncontested; Richards 2007 and Rezac 2008 recently argue that case morphology is assigned within syntax. Second, the data support a cyclic view of computation, and provide clear evidence for the constituents whose divisibility is relevant for m-case marking. Finally, I will also argue that the relevance of divisibility makes it unlikely that [Case] can be universally reduced to some interpretable feature, such as [T], [Asp(ect)] or [Div(isible)], contra Pesetsky and Torrego 2001, 2004, 2007.
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Anikó Csirmaz, Éva Dékány

Salt Lake City/Tromsø

Classifiers and the functional structure in the DP

Aim of the talk: Finno-Ugric languages are generally thought not to have  classifier systems.  Although Beckwith has already pointed out in 1992 that Hungarian has a handful of numeral classifiers (i.e classifiers licensed  by a numeral, as in (1)), and later showed that the same is true for Finnish (Beckwith 2007), the linguistic community  has remained completely unaware of the existence of Hungarian and Finnish classifiers. 

1)
három
szem

mandula 

three
CLsmall.spehrical
almond

three almonds

The aim of this talk is twofold: to examine the inventory of classifiers in Hungarian and to identify the position of the Cl(assifier)P in the functional hierarchy of the DP.

The inventory of classifiers: Hungarian classifiers categorize nouns according to shape and size. The number of classifiers is rather small, and  for most nouns there is no classifier that  would express their shape and size. These nouns do not co-occur with classifiers at all (eg. szék 'chair', nadrág 'trousers'). Beckwith (1992) lists the morphemes in (2) as classifiers in Hungarian. 

This talk shows that the morphemes in (3) share the distributional properties and semantic function of the items in (2), and hence these are classifiers, too.

2)
fő,
kötet,

szál,

szem,


fej,

tő, 

human,
volume,
long.thin,
small.spherical,
big.spherical,
plant, 

gerezd

clove

3)
karika,

cső,

cikk,
rúd,

bokor

flat.spherical,
cylindrical,
clove,
long.thin,
shrub

ClP in the functional sequence: As for the place of ClP in the DP, there is a general consensus in the literature that it  is merged below D and Numerals but above the noun (Borer 2005, Cheng and Sybesma 2005, Svenonius 2008, among others). I refine this coarse picture by examining the distribution of the classifier with respect to adjectives.

Adjectives can be divided into several  classes based on their meaning (adjectives of color, shape, size, etc). These classes have been known to have a rigid ordering (Hetzron 1978, Dixon 1982, Giusti 1997, Scott 2002), much like adverbs in the CP domain of the clause. Following Scott (2002), I assume that adjectives are specifiers of distinct functional projections erected on top of the noun. The hierarchy of the adjectives examined in this paper according to Scott (2002) is as follows:

4)   Adjsize big/small >  Adjlength long/short >  Adjwidth fat/thin >   Adjweight light/heavy >  Adjtemperature hot/cold >  Adjwetness wet/dry >  Adjage Edwardian/modern >     Adjshape round/triangular >  Adjcolor white >   Adjorigin/nationality German/Parisian >  Adjmaterial rosewood/brass 

The ordering of adjectives and classifiers shows a surprising, yet very clear pattern. In the neutral order adjectives of size, length, width and weight precede, while adjectives of temperature, wetness, age, shape, color, origin and material follow the classifier.

5)
három
nagy
/ hosszú /
kövér /
könnyű
szem

mandula
three
big
/ long /

thick /
light 
CLsmall.spherical
almond

three big / long / thick / light almonds

6)
három
szem

hideg /
száraz /
régi /
kerek /
barna /

three
CLsmall.spherical
cold /
dry /

old /
round /
brown /

magyar /
műanyag
mandula

Hungarian /
plastic

almond

three cold / dry / old / round / brown / Hungarian / plastic almonds

Based on this pattern, I propose that ClP is situated between the functional projections hosting weight and temperature adjectives.   

A challenge for UG: Classifiers have been argued to universally perform an individuating function (Croft 1994, Iljic 1994, Cheng and Sybesma  2005, Borer 2005). Borer (2005) specifically argues that before the classifier is introduced into the structure, the noun phrase denotes only 'stuff' (non-individuated mass). This receives support from Hungarian, where a bare noun seems to be able to mean "stuff" (c.f. (7-a), which can mean either one lettuce or more), but a noun-classifier compound cannot any more (7-b).

7).
Mit vettél a boltban?
What did you buy at the store?

a.
Salátá-t

lettuce-ACC

Lettuce(s).

b.
*? Saláta-fej-et

lettuce-CL-ACC

Lettuce head(s).

If Borer is right and the make-up of DP is universally such that there is no individuation before an overt or covert ClP is merged, then the following adjective ordering restrictions are predicted. Adjectives merged between the noun and the classifier are expected to be the ones that modify masses, while adjectives merged above the classifier are expected to be the ones that modify individuated items. Adjectives are thus divided into two zones: mass and individual modifying ones, and  ordering between (but not within) the two zones  does not have to be stipulated as part of UG any more, but follows from the semantics of the noun and the classifier

Some of the Hungarian data contradict these predictions. Adjectives preceding the classifier  (size, length, width and weight) are all adjectives that modify individuals. Adjectives following the noun, however, are not all mass-modifying adjectives. Adjectives of  temperature, wetness, age, color, origin and material may very well modify "stuff". Shape adjectives, on the other hand,  could not possibly modify  mass, as "stuff", in contrast to individuated items, doesn't have shape. The position of shape adjectives thus poses a challenge for current theories of the DP, as neither adjectives, nor classifiers are generally assumed to move. (Unless they are pied-pied by the lexical head, the noun (Cinque 2005), which is clearly not the case in Hungarian.) The last part of the talk addresses the question of how the problematic Hungarian data can be reconciled with Borer's theory, and thus contributes to our general understanding of the functional structure of the DP.

Lena Dal Pozzo

Siena/Firenze/ Tromsø
Evidence from experimental results and some questions about the syntax-discourse interface

In the present work I investigate the production of different answering strategies on subject questions in Finnish. I will mainly concentrate on the OVS order and I will also discuss some dropping phenomena. Data have been collected through the pilot experimental test of Belletti & Leonini (2004) on answering strategies (cf. Belletti 2006, 2008). The test consists of 22 short videos in which target questions on the subject are presented. The original language of the video test is Italian; in the present work I will present the data collected using the Finnish adaptation of the test (previous adaptation of the test in Brazilian Portuguese by Guesser 2007). The test has been administrated to 11 adult native speakers of Finnish.

Two interesting facts emerge from the data. First, Finnish speakers adopt different answering strategies with different linear orders; I will focus on the OVS order, which is instantiated to a significant extent. Second, a kind of topic drop phenomenon emerges from the data, with the object omitted in contexts in which it would be expected. I will entertain the hypothesis that this might be correlated to the omission of 3rd person subjects under parallel circumstances to those of object omission, which is also present in the data.

As for the first point, Finnish speakers tend to mainly adopt an SV strategy, even if other strategies such as the use of (reduced) clefts are not excluded, as predicted in Belletti (2007). Graph 1 summarizes the rate of the observed strategies:
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graph 1: total amount of given answers in Finnish 
As mentioned, I will concentrate on the OVS order, which represents the 12% of the answers with transitive verbs. I will hypothesize that this order can possibly be analysed as a topicalization of the object plus a focalization in situ of the subject, presumably in the preverbal subject position. 

In the syntactic derivation, the OVS order can be derived in two ways: 1) parallel to V2 languages [CP O1 V2 [TP S3 [t1 t2 t3 ]]]; 2) OV is first obtained by topicalization of the object in the low part of the clause and then the OV chunk is fronted [CP [OV1] [TP S [ ...t1... ]]] into the left periphery.

The attested OVS order in the experimental discourse conditions fits well with the assumption that a preverbal object does not convey new information, defended by Holmberg (2002).

At a first sight, a proposal that is compatible with the observed data is Molnár’s (2000), who assumes a KONTRAST-projection that can host a focus or a (contrastive) topic. However, in the OVS order in the experimental data there is no contrast implicated, as exemplified in 1) from the experimental results.
1) a. Kuka avasi ikkunan?

          
who-NOM open-PAST3sg window-ACCsg

       - 
Sen avasi tummatukkainen tyttö, joka istui sohvalla
         
 it-ACCsg open-PAST3sg dark hair girl-NOMsg who was sitting on the sofa

Holmberg (2002) argues that the SOV order is possible when the subject is focussed and the object is topic. One could then argue that the OVS order observed in the data could be derived through a further step of the [OV] chunk into a higher topic position, assuming an articulated left periphery of the clause (Rizzi 1997 and related works). Following Holmberg (2002), in the SOV order the subject moves to a focus position in CP to check the focus feature. However, in the experimental data the focalized subject is new information focus and since in Finnish, as in many other languages, the left peripheral focus position is related to contrastiveness, it seems plausible to assume that in the observed OVS order the subject remains in the IP-internal subject position.

As for the second point, it is well known that Finnish is a pro-drop language for 1st and 2nd person singular and plural but not for 3rd person.  3rd person null subjects are only allowed in subordinate clauses with the null subject coreferential to the matrix overt subject. Interestingly, in the experimental results of 4 speakers out of 11 pro-drop for 3rd person is observed, as exemplified in the data reported in 2). Object drop (topic drop) is attested under similar circumstances of coreference, as exemplified in the data in 3)a-b, also from the experimental results:

2) Mitä hän oli tekemässä? – __ leikkasi peukaloa.

      

What (s)he was doing? – __ cut finger-PARTsg 
3) a.Kuka toi nämä kukat? – Minna toi __ .

        
Who-NOM bring-PAST3sg these flowers-ACCpl? – Minna brought __ .      

      

b. Kuka sen löysi? – Kaisa löysi __ .

          
Who it-ACCsg find-PAST3sg? – Kaisa found __ .

In 3) the dropped object can be a full DP, as in 3)a or a pronoun as in 3)b. In the answer the omission of the object can be analysed as a kind of topic drop. I assume that in 2) the subject can be omitted for the same reason, the overt subject in the question is felt as a direct, and near enough, antecedent. I tentatively suggest that the (otherwise unexpected) omission of 3rd person subjects could also be a topic drop phenomenon, parallel to the object omission.
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Saara Huhmarniemi, Anne Vainikka
Helsinki, Washington

Multiple wh-questions and syntactic islands in Finnish

Multiple wh-questions with a pair-list reading in Finnish are formed by fronting one of the wh-constituents and attaching a kin-particle to the second wh-phrase. This wh-phrase may remain in-situ:

(1) 
Kuka

osti

mitä-kin?

who.nom
bought

what.par-kin

’Who bought what?’

Without the kin-particle the question is interpreted either as an echo question, or as a question with a single pair answer. Example (2) shows that any of the wh-phrases may be fronted, without regard to superiority: In (a), the direct object has raised above the wh-subject, in (b) the indirect object. Nevertheless, when the wh-phrase in subject position does not contain the kin-particle, the movement of the wh-object is ruled out by superiority (c).

(2) 
a. 
Mitäi

mi-kin


koira
ti 
toi

Pekalle?

what.par
which.nom-kin
dog.nom
brought
Pekka.all

’What did which dog bring to Pekka?’

b. 
Kenellei
mi-kin


koira

toi

lehden
ti?

who.all

which.nom-kin
dog.nom
brought
paper.acc

’Who did which dog bring the paper to?’

c. 
*Mitäi

mikä

koira
toi
ti?

who.par
which.nom
dog.nom
brought

The in-situ wh-kin phrases are interpreted as distributive quantifiers that have logical scope over the interrogative (Hakulinen et. al. 2004). In addition, the usage of kin-particle on the wh-phrase requires that the group the quantifier pronoun applies is contextually given. The superiority violation thus follows the account of D-linking of in-situ wh-elements in multiple questions by Pesetsky 1987 or specificity by É. Kiss 1993.

There exist an interesting parallel between the wh-kin constructions and reflexives. Reflexives require a c-commanding antecedent (cf. Vainikka 1989, van Steenbergen 1991, Trosterud 1993, and Kaiser 2003). In a multiple wh-question, a fronted wh-phrase is often assumed to bind the wh-kin as a variable, so c-command is relevant here as well (cf. Reinhart 1983, and e.g. Maracz 1989:348, E. Kiss 1993, and Liptak and Zimmermann (2007) for Hungarian). The examples (3a-b) show the requirement of a c-commanding antecedent in both cases. However, whereas reflexive binding in Finnish reconstructs for A’-movement, the binding conditions for wh-kin are established after A’-movement. Example (4) shows that wh-kin in the subject position can be ’salvaged’ by a fronted WH-object.

(3) a. 
*Pekka osti mitä-kin. 
Pekka.nom
bought
what. par-kin

b.
 *Me
näimme
itsensä.

we
saw
self.acc.pxsg3

(4) 
Mitäi

mi-kin


koira

söi
ti?

what.par
which.nom-kin
dog.nom
ate

’What did which dog eat?’

Unlike reflexives, a wh-phrase may bind a wh-kin that occurs inside of an adjunct island, such as temporal adjunct in (5). Binding of the wh-kin seems to be a long-distance relation penetrating strong islands and operating after A’-movement. Other similar cases in Finnish involve the interrogative clitic -kO, which may be deeply embedded inside a fronted phrase.

(5) 
Kuka

lähti

kotiin
[ Juhan

yllätettyä
kenet-kin] ?

who.nom
left

home
Juha.gen
surprise.tua/past
who.acc-kin

’Who left home after Juha had surprised whom?’

On the other hand, when a wh-phrase is embedded in an object position of an adjunct island, it fails to bind a wh-kin in the matrix clause. This is expected, as there is no c-command (6a). However, when the object wh-phrase undergoes A’-movement to the left edge of the adjunct phrase, it is able to bind a wh-kin in the matrix clause (6b):

(6) a. 
*[ Maalatakseen
minkä

taulun]

paint.kse.pxsg3

which.acc
picture.acc

Pekka 

etsii 

mitä-kin
väriä?

Pekka.nom
searched
which.par-kin
color.par

b. 
[ [ Minkä

taulun

]i maalatakseen
ti] 
which.acc

picture.acc
paint.kse.pxsg3

Pekka 

etsi

mitä-kin
väriä?

Pekka.nom
searched
which.par-kin
color.par

’Which color Pekka searched for in order to paint which picture?’

We show that it is a general property of Finnish that wh-kin may be bound from within the island by an element fronted to the left edge of the island. This is problematic, however, as the edge position by itself does not c-command the elements in the matrix clause; it is the whole island which does. This phenomenon argues in favor of a feature percolation analysis (e.g. Webelhuth (1992)) in which features can percolate from inside the phrase to the mother node. The example (6a) shows that the percolation is not available from the complement position (following e.g. Horvath 1997), thus the structure of type (7a) is ungrammatical. In (7b), the wh-phrase is moved to the left edge of an island and the WH-feature has been percolated on the top of the island, allowing it to bind the wh-kin.

(7) a. *[ ... mikä+WHi ... ] ... mitä-kin+WHi

b. [ mikä+WH [ ... t ... ]]+WHi ... mitä-kin+WHi

Finnish wh-questions with pair-list reading thus provide two interesting viewpoints for the investigation of syntactic islands, which we will consider in this paper: long-distance binding across island boundaries, and feature percolation via A’-movement inside islands. We compare the longdistance binding of wh-kin to that of reflexives and the distribution of interrogative -kO-particle. In addition, we present evidence in favor of the feature percolation hypothesis from recursive piedpiping of wh-phrases in Finnish.
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Elsi Kaiser

Los Angeles
Not all exceptions are alike: Investigating context-sensitivity in Finnish reciprocals

This paper investigates reciprocal pronouns in Finnish, in particular the interpretation of the one-word reciprocal expression and its doubled variant (ex.1). In this paper, I report the results of a small-scale experiment investigating how acceptable these forms are in different contexts. Taken as a whole, this research has implications for our understanding of the syntax-semantics interface, as it explores the extent to which semantic/pragmatic factors influence the interpretation of an anaphor whose antecedent choice is also subject to syntactic principles.
(1) 
Lapset kutittavat toisiaan / toinen toisiaan.  



Children-NOM tickle-3PL other-PL-PAR-Px3 / other-NOM other-PL-PAR-Px3
‘The children tickle each other.’
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Partial participants. It has been noted that in English, the reciprocal each other can be used in situations that do not satisfy the semantic definitions of weak or strong reciprocity (ex.2a,b), and have weaker truth conditions (e.g. Dalrymple et al. 1998). For example, Beck (2001) notes that a sentence such as “The pirates stared at each other” is true in the weakened/exception situation in (2c), with a pirate who is staring at but is not stared at by another pirate. 

(2a) 
Strong reciprocity (from Beck 2001): (x ( A: (y ( A [y ( x ( xRy ]

A = group denoted by antecedent of recipr, R = relation b/w members of A

(2b) 
Weak reciprocity (from Beck 2001)

(x ( A: (y ( A [xRy & x ( y] & (y ( A: (x ( A [xRy & x ( y] 

Beck derives these weakened/exception readings from weak reciprocity using the semantic  concept of ‘covers’ (Schwarzschild 1996), which enable distribution over salient sub-parts of a plurality. Salient subpluralities constitute ‘cells’ of the cover (Brisson 1998:73). Beck makes use of ‘ill-fitting covers’ (Brisson 1998) to explain exception effects; a cover may not have a subset that covers the entire plurality we are concerned with. A pirate not included in the covered subset can be a partial/non-participant, as the semantics ‘doesn’t care’ whether he participates in the staring (Brisson 1998:83).

Different kinds of partial participants. However, Beck’s work on exception effects does not distinguish between different kinds of weakened/exceptional scenarios. In addition to a weak reciprocity situation, where every participant is both an agent and a patient of the action (see diagram (i) below, as well as definition (2b)), we can distinguish three kinds of partial-participant situations: (ii) an agent-only partial participant situation where one participant is only an agent but not a patient, (iii) a patient-only partial participant situation where one participant is a patient but not an agent, as well as a (iv) non-participant situation, where one person does not participate at all. Beck (2001) mentions these three options but treats them as equivalent. Below, we will present data from Finnish regarding the use of the one-word and doubled forms in these four situations. We will also discuss a fifth situation: the pairwise set-up shown in (v). 
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In Finnish, the reciprocal stem is toinen ‘other’, which is used alone in the plural with a possessive suffix or doubled (ex.1). In the doubled form, the first occurrence of toinen is singular and indeclinable and the second is plural and marked with a possessive suffix (Hakulinen et al. 2004).
 
Existing research by Kaiser (2008) found that both the one-word and the doubled form can occur with strong (2a) and weak reciprocal (2b) readings. Thus, the choice of one form over the other cannot be explained by strong/weak reciprocity. Instead, Kaiser hypothesized that the one-word and the doubled form differ in their tolerance of exceptions: When contextually appropriate/possible, the one-word form is more willing to tolerate situations with partial participants and non-participants than the doubled form. (Kaiser also found that some contexts, e.g. small groups, result in a preference for exceptionless readings—or at least make weakened/exceptional readings dispreferred—for both forms; see Fiengo/Lasnik 1972, Brisson 1998 for the reasons underlying this.) 

However, like the existing work on English, Kaiser (2008) did not clearly distinguish different kinds of partial-participant/non-participant scenarios. This raises the question of whether they might in fact pattern differently. For example, intuitively, the extent of a participant’s disengagement is very different in a non-participant situation and a partial-participant situation. Furthermore, agents in subject position and patients in object position are different in terms of their semantic, syntactic and pragmatic prominence, and thus a non-reciprocated agent (diagram (ii)) may not pattern in the same way as a non-reciprocating patient (diagram (iii)). To address these issues, I conducted a small-scale experiment to explore whether the one-word and the doubled form in Finnish differ in how acceptable there are in different kinds of weakened/exception situations.
Experiment: Ten native Finnish speakers, mainly students at U. of Helsinki, participated in a questionnaire where they were asked to indicate, on a scale of 1 to 5 (with 5 being the best score) how well a sentence (e.g. ex.1) fits a picture. I used diagrams like those in (i)-(v). Targets contained five or six participants (relatively small pluralities). Participants were told the arrows were abstract representations of the actions. Practice items ensured participants understood the task. Left-right orientation of partial/non-participants was counterbalanced. A range of verbs was used. 

Results: Ratings indicate that different exception situations do indeed pattern differently:

One-word form: The one-word reciprocal form toisiaan received high ratings for the pairwise situation (v), the basic weak-reciprocity situation (i), and the patient-only situation (iii). However, the ratings for sentences in the agent-only situation (ii) were lower. (Ratings for agent-only were significantly lower than ratings for patient-only and marginally lower than ratings for pairwise and weak-reciprocity). Moreover, ratings for the non-participant situation (iv) were significantly lower than even the agent-only ratings. Thus, it seems that the preferences of the one-word form toisiaan can be ranked roughly as follows: {pairwise, weak reciprocity, patient-only} > agent-only > non-participant. The distinct ranking of patient-only vs. agent-only shows that, with toisiaan, participants are more willing to accept a patient-only situation than an agent-only situation. It seems that receiving the action is more important than doing the action, which, interestingly, suggests that a weakened interpretation of reciprocity may place a greater focus on the patient than on the agent.  
Doubled form: Like the one-word form, the doubled toinen toisiaan received high ratings for the pairwise situation (v) and the weak-reciprocity situation (i). However, ratings for both the patient-only and the agent-only situations (ii, iii) were lower. (Ratings for agent-only were significantly lower than weak-reciprocity; ratings for patient-only were marginally lower than weak-reciprocity; patient-only ratings and agent-only ratings did not differ significantly from each other.) Furthermore, as with the one-word form, the non-participant situation (iv) received even lower ratings (sig lower than patient-only, marg lower than agent-only). This general pattern fits with the fact that we are looking at a fairly small plurality (cf.Brisson 1998), and further suggests that non-participant and partial-participant situations need to be distinguished. Overall, it seems that the doubled form’s preferences can be ranked roughly as follows: {pairwise, weak reciprocity} > {patient-only, agent-only} > non-participant. This form does not distinguish agent-only//patient-only as clearly as the one-word form. 
Conclusions. When we look more closely at a language with multiple reciprocal forms, it becomes clear that distinctions need to be made between (i) the different exceptional contexts which were lumped together in earlier work, and between (ii) different reciprocal forms. In my talk, I will also explore the implications of the agent/patient distinction, and compare these results with data for German and English reciprocals. Although the results of this small-scale exploration need to be supplemented by future work, this research suggests that the interpretation of reciprocal anaphors, whose antecedent choice is constrained by syntactic principles, is also sensitive to fine-grained semantic properties which interact with morphological distinctions.
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Elliptical Comparatives in Finnish, Estonian and Hungarian

Our research aims at presenting how elliptical constructions in comparative subclauses can be analysed in Finno-Ugric languages; to date, Finnish, Estonian and Hungarian data have been in the centre of our attention. As opposed to traditional analyses, we postulate that the possibility and mechanisms of deletion in comparative subclauses are determined by specific parameters – as provided by Universal Grammar – and the settings thereof. Elliptical constructions typical of comparatives are, e.g., Comparative Deletion (CD) and Comparative Ellipsis (CE): CD can be responsible for eliminating an adjectival, adverbial or quantified nominal constituent from the comparative subclause (Kennedy–Merchant 2000; Kennedy to appear) in examples such as (1a)–(1c), respectively:

(1a) Mary is taller than Peter is ___CD. 


(___CD = x-tall)

(1b) The tiger ran faster than the man drove ___CD.
 
(___CD = x-fast)

(1c) Susan has more cats than Peter has ___CD. 

(___CD = x-many cats)

CE may delete other elements from the subclause, resulting in structures like (2):

(2a) Mary is taller than Peter ___CE ___CD. 

(___CE = is; ___CD = x-tall)

(2b) The tiger ran faster than the man ___CE ___CD. 
(___CE = ran; ___CD = x-fast)

First, traditional analyses consider CD to be universally principled by defining it on the basis of its being obligatory, while CE is generally taken to be optional (Kennedy 2002; Lechner 1999, 2004; Bresnan 1973, 1975), which seems to be valid in the case of English and German. If CD is responsible for eliminating the functionally extended AP/AdvP (Corver 1990, 1997) from the comparative subclause, when that constituent is identical to that in the matrix clause (as in (1) above), Finno-Ugric data clearly show that this operation is not obligatory:

(3a) 
Gyorsabb autót vettem, mint amilyen gyors autót Péter vett. (Hungarian)

faster car bought-1s than x-much fast car Peter bought-3s

(3b) 
Ostin nopeamman auton kuin miten nopean auton Petri osti. (Finnish)

bought.1s faster car than x-much fast car Peter bought-3s

(3c) 
%Ostsin kiirema auto kui kuivõrd kiire auto Peeter ostis. (Estonian)

bought.1s faster car than x-much fast car Peter bought-3s

‘I bought a faster car than Peter bought.’

Consequently, the parametric setting for English and German is [+CD], as CD is obligatory for them, whereas for Finnish, Estonian and Hungarian it is [ -CD], as CD is optional. Second, Comparative Ellipsis is optional in all the three languages:

(4a) 
Több almát ettem, mint amennyit János (evett). (Hungarian)

more apple ate.1s than x-much John ate-3s

(4b) 
Söin enemmän omenoita kuin Joni (söi). (Finnish)

ate.1s more apples than John ate.3s

(4c) 
Sõin rohkem õunu kui Jaan (sõi). (Estonian)

ate.1s more apples than John ate.3s

‘I ate more apples than John did.’

In this respect, they share the parametric setting of English, which is [-CE], as opposed to Italian, which has obligatory CE in clausal che-comparatives; e.g., [+CE] seems to render everything but the compared constituent to be deleted, and only one constituent may remain overt:

(5) 
Eva incontra Pietro più volte a casa che (*lei) (*lo) (*incontra) a scuola.

Eve meets Peter more times at home than she him meets at school

‘Eve meets Peter at home more often than she meets him at school.’

Third, it is known that the clausal complement of than includes an operator in specCP, which binds a degree variable in the functionally extended degree expression (Chomsky 1977, Heim 2000), as can be seen below:

(6) richer [than [CP OP[+wh];x [IP Mary is [DegP tx ___CD ]]]] (___CD=rich)

Furthermore, in some languages the deletion of the finite verb in comparative subclauses displays a peculiar dependence on the deletion of the comparative operator (meaning x-much; e.g., the elements amennyire, mitä and kuivõrd in (3a-c)): if the comparative operator is not overtly present for some reason, the finite verb tends to be obligatorily deleted, as can be seen below:

(7a) 
Jobb autót vettem, mint amilyen jó autót Péter vett/bérelt. (Hungarian)

better car I-bought than x-much good car Peter bought/hired

‘I bought a better car than Peter bought/hired.’

(7b) 
Jobb autót vettem, mint __CE Péter (*vett/bérelt). (__CE= amilyen jó autót) (Hungarian)

better car I-bought than Peter bought/hired x-much good car

‘I bought a better car than Peter bought/hired.’

(7c) 
Mari kammis kassi enam kordi, kui mitu korda Peter vannitas. (Estonian)

Mari combed cats more times than x-many times Peter bathed

‘Mary combed cats more often than Peter bathed.’

(7d) 
Mari kammis kassi enam kordi, kui __CE Peter (*vannitas). (__CE= mitu korda) (Estonian)

Mari combed cats more times than Peter bathed x-many times

‘Mary combed cats more often than Peter bathed.’

(7e) 
Joni on pidempi kuin mitä Mari on. (Finnish)

John is taller than x-much Mary is

‘John is taller than Mary is.’

(7f) 

Joni on pidempi kuin Mari (*on). (Finnish)

John is taller than Mary is

‘John is taller than Mary is.’

Comparative V-Gapping (CVG) – as demonstrated above – seems not to have been recognised and explained so far. As it is strongly related to the existence of an overt comparative operator, languages without such an element (e.g., English, German) do not show CVG effects.

Nevertheless, the Finno-Ugric languages under scrutiny do not entirely behave in the same way either: Hungarian (similarly to Italian) always obeys CVG, while in Estonian and Finnish there might be exceptions (see, e.g., (4b) and (4c) above, where the finite verb is not obligatorily, only optionally deleted).

In order to resolve this problem, one might, for example, choose either of the following two possibilities. First, it could be proposed that there is a third comparative deletion parameter [±CVG], which can be set as [+CVG] in languages having overt comparative operators: [+CVG] would require the finite verb form in the comparative subclause to be eliminated whenever the operator is deleted. Otherwise, the lack of input containing overt comparative operators would yield the default parametric setting [-CVG], as in English or German. Second, it could also be proposed that, for example, Estonian has a covert comparative operator alongside its overt counterpart kuivõrd (x-much; see (3c) above), similarly to those in English and German, hence whenever the comparative operator is the covert counterpart of kuivõrd, it may not fall under the scope of CVG, as no deletion has taken place. However, a similar covert operator is not available in Estonian to substitute the comparative operator mitu korda (x-many times; see (7c) and (7d) above); that is why the finite verb has to be deleted when this operator has been eliminated. After carefully evaluating both approaches, the latter one is going to be argued for.

This paper presents and explains the complexity of parametric settings concerning ellipsis in comparative subclauses as outlined above in detail.
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Object Case in Balto-Finnic Languages

The aim is to compare the choice of object case, especially the partitive-accusative alternation in the various Balto-Finnic languages. The corpus used is mainly from the New Testament (Paul’s first letter to the Corinthians and Matthew’s gospel) in Estonian, including  the Seto dialect, Finnish, Karelian, Livonian, Veps and four chapters from Matthew’s gospel in Votic
As the object in a negative clause is always partitive (with some exceptions in Livonian), these are excluded from the main statistics. Clauses with active verbs only are included in this presentation. All the objects in the corpus have been located and the proportion of the various cases calculated. Dative objects have been noted but not included in the calculations. Separate analyses are done for full NPs, personal pronouns and other pronouns.
When all objects are considered, the partitive is more prevalent in the letter to the Corinthians than in Matthew’s gospel, but the distribution across the different languages is similar in both. Estonian and Livonian have the greatest proportion of partitive objects. The Livonian results correspond with those of Tveite (2004: 50) for the New Testament, although he found a greater proportion of accusative objects in other texts in his extensive study. Finnish and Veps have the lowest proportions of partitives, with Karelian being intermediate.
Personal pronouns are more frequently partitive than other objects, except in Finnish, where the t‑accusative is used more often than the partitive. In Karelian there is almost exclusive use of the partitive in the Bible texts, followed by Veps, Seto, Livonian and Estonian. Other pronouns vary considerably from language to language, for example in Livonian the relative and interrogative pronoun mis occurs in this form as subject and object. The Livonian reflexive pronoun entšta as an object is in this partitive form in all instances.
The differences are less marked for nouns, but there also, Estonian and Livonian have the greatest proportion of partitives, with Veps and Finnish the lowest.
Different verb forms have also been analyzed. The objects of -ta infinitives are more frequently partitive than those of present tense finite verbs, and those of -ma infinitives are almost exclusively partitive, except in Finnish and Veps. The objects of the second infinitive (gerund), which are numerous only in Estonian and Livonian, are also predominantly partitive.
The objects of participial constructions will also be discussed, especially comparing the participial constructions involving the passive (impersonal) past participle in the partitive case in Finnish and Karelian with those involving the active past participle in Estonian and Livonian.
The reasons for the differences between Estonian and Finnish in the choice of object case have been explored previously (Lees 2004). The predominance of accusative case in Veps could be attributed at least partly to the fact that for many nouns the singular partitive and plural nominative are homonymous, while the singular genitive-accusative is distinct. Some unusual aspects of Karelian and Livonian accusative case will also be addressed. 
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Is there a nominal tense in Nganasan?
 Tense as an inflectional category of nominals has been described in individual languages during more than 60 years. Since the beginning of this century, tense-aspect-mood of nominals has been intensively explored by Rachel Nordlinger and Louisa Sadler with the sample of about 15 languages most of them being languages of the Americas (Nordlinger & Sadler 2004 and references there). The treatment of certain markers as nominal tense markers has been objected by Judith Tonhauser (2007). Tonhauser provides a semantic anaysis of the candidates for tense markers in Guaraní and concludes that “nominal tense” markers in this language do not locate the noun phrase in time and that these markers do not have sufficient properties of verbal markers and that is why they do not have the status of nominal tense markers. Neither does she see any reliable evidence of the existence of nominal tenses in the other languages.
     In this presentation I will analyse a tense-mood related paradigm for nominals in Nganasan and will discuss pro and contra of introducing nominal tense.
 Nganasan is a Northern Samoyedic language, which is still spoken by approx. 200 persons on the Taimyr Peninsula (around 75º Northern Latitude and 100º Eastern Longitude). In Nganasan, the marker -D’ƏƏ can be added to whatever noun N. N-D’ƏƏ then gets the meaning of ‘former N’:
 1.         kuhu ‘fur’ -> kuhu-d’əə ‘former fur’, an entity which used to be fur but which is in the time of utterance lacking properties of fur.
taa ‘reindeer’-> taa-d’əə ‘former [dead] taa’
Marker -TƏ has usually been associated with benefactive and purposive meaning:
 2.         basa-ði-n’ə money-DEST.PL-PX1SG money [PL] for me (my future money)
ŋamsu-nə d’ens’i-ði food-GEN.PX1SG price-DEST.PL ‘Price for my food’ (future prices for my food)
 The meaning of this marker has been usually considered as ‘destinative’ (Helimski 1994/1998) and ‘desiderative’ (Tereschenko 1978: 102-107). The treatment of suffixes -D’ƏƏ and -TƏ as past and future tense was suggested by Eugen Helimski (1994: 2004). Morphological marker of the same origin indicates similar semantic meaning in the other Northern Samoyedic languages, in which, nevertheless, other nominal TAM-like markers are lacking.
     The destinative marker means that, within the situation indicated in the utterance, the entity is presupposed for some purpose or as a future possession of somebody[i]:
3.         kəndə-ðə-mtə                          tətu-guə-m
sledge-DEST-ACC.PX2SG    bring-IMP.FUT-1SG
I will bring a sledge for you.
 Connected to the destinative discussed above is ‘destinative irrealis’ TƏTƏ(TƏƏ)D’ƏƏ(-PX), which was found in Nganasan by M. A. Daniel and was first mentioned by Valentin Gusev (2004). This marker indicates an entity which has been presupposed for somebody’s possession but this possession has left unfulfilled. While destinative can be used only in the cases of nominative, accusative and – as adverbial –genitive, the destinative irrealis does not have case restrictions and can be combined with all cases. The case marker follows the marker of destinative irrealis.
 4.         Horibs’a-kümaa-ðətəd’əə-tənu-ntə               mənə   hori”kə-ku-nə
cutting-knife-DEST.IRR-LOC-PX2SG           I           cut.PFV-IMP.FUT-oPL1SG
I will cut [reindeer furs] with the cutting knife which has been presupposed for you(SG)
I also have examples of the use of the marker ÖSUTƏ –D’ƏƏ(-PX) (FUT-PST-) with the same meaning as destinative irrealis with relational nouns, i.e., those which can be used only with a possessor. The future-in-the-past participle has the same marker: koðu-sutə-d’əə ‘which should have killed /which should have been killed’. The possibility and meaning of the use of this marker with non-relational nouns is to be checked up.
     A nominal tense paradigm for Nganasan can be completed (Table 1). The paradigm is split between absolute and possessive temporal meanings.
Table 1. The Nganasan nominal tense-mood paradigm 
	present indicative (unmarked)
	μ(-PX)

	- past indicative absolute (
	–D’ƏƏ(-PX)

	- future indicative possessive
	–TƏ(-PX)

	- past subjunctive (irrealis) possessive
	-TƏTƏ(TƏƏ)D’ƏƏ(-PX)

	- ?past subjunctive (irrealis) absolute (needs further research)
	ÖSUTƏ –D’ƏƏ(-PX) 


In the presentation I will show the semantic restrictions of utterances with possessive tense forms and discuss the reasonability to treat the suffixes in question as nominal temporal markers.
 List of non-obvious abbreviations: 
DEST                          destinative
DET.IRR                     destinative irrealis
IMP                            imperative
IMP.FUT                    imperative future
obl                              oblique case
o                                 objective conjugation
oblPX                          possessive suffix for a possessed in an oblique case)
PFV                            perfective
PX                               possessive suffix
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[i]               In this paper, all the Nganasan examples are extracted from my fieldwork notes.
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On the Baltic-Finnic Zero Person Construction
In this paper we will present a systematic comparison of the passive and zero person constructions in Baltic-Finnic. Although the constructions look very similar on the outside, as evidenced by the Finnish examples in (1)-(2), our aim is to show that they differ in important respects, and that they should therefore be anlayzed as products of two very different processes: passivization and impersonalization. 

(1) Täällä nähdään  joskus        hirviö.

here    see.pass sometimes  monster.nom

‘A monster can sometimes be seen here’

(2) Täällä näkee     joskus        hirviön.

  
here    see.3sg  sometimes monster.acc

‘One can sometimes see a monster here’

Up until recently, the similarities and differences between constructions like (1)-(2) have received relatively little attention in Finno-Ugric studies. Authors who have discussed them (e.g. Hakulinen & Karttunen 1973, Hakulinen & Karlsson 1979: 253f., Vainikka 1989, Laitinen 1995, 2006, Vilkuna 1996: 138-143, Vainikka & Levy 1999: 656-658, Kaiser & Vihman 2006, Helasvuo & Vilkuna 2008) have usually focussed on just one of the constructions, and have not attempted to compare them in any systematic way. Most of the work is also done on Finnish, and the existence of the zero person construction in the related language Estonian is still largely an unexplored territory. 

On the outside, then, the passive and zero person constructions, as in (1)-(2) above, look very similar in Baltic-Finnic. We will start with an inventory of these similarities: we will show that both constructions can be formed of nearly all types of verbs, including intransitive and copular verbs, and that their preverbal positions may either remain empty or be filled by adverbial elements. Thirdly, there is no agreement between the preverbal elements (if any) and the finite verb; the finite verb has the same (passive or third person singular) form with all preverbal elements. Finally, both constructions usually imply a human participant which is left non-specific (in Finnish, passives may even allow non-human and non-animate participants). Interestingly, the implied human participant is not the same for both constructions: native speakers interpret the human participants in (1)-(2) as being generic in very different ways. Although this has been noted in the previous work, none of the authors seems to have been able to capture the exact nature of this difference. 

After an inventory of the similarities, we will move on to discuss the key differences between the two constructions in both Finnish and Estonian. These will then form the basis for our argument that they are the products of two very different processes. First, as shown by (1), the passive construction has a special passive morpheme –(t)taan which is missing from the zero person construction in (2). Much in line with Manninen & Nelson (2004) and related work, we take the passive morpheme to be an indication of argument deletion, and hence of passivisation, rather than of argument suppression and impersonalisation. We will assume, then, that in passives, the ‘underlying’ subject argument is missing altogether, while in impersonalisation, it is a syntactically active suppressed element. We will then present several pieces of evidence in support of this view. First, we will discuss the fact that in passives, the the underlying NP object can undergo ‘normal’ accusative-nominative case alternation, while in zero person constructions, accusative case is retained (e.g. hirviö vs hirviön in (1)-(2) above). Second, we will show that in passives, reflexive elements cannot be bound by an antecedent, while in zero person constructions, they usually can (e.g. (3)-(4) below). We take this to be strong evidence for the presence of a syntactically active suppressed subject in the zero person construction. Further evidence for the presence of a syntactically active suppressed subject in the zero person construction comes from that fact that in informal language, passives allow the deleted subject argument to be optionally expressed in the form of an agent by-phrase, while zero person constructions do not allow any agent by-phrases (e.g. (5)-(6) below): 

(3) Hirviö             tavataan   usein  kotonaan.


Monster.nom  meet.pass often  home


‘The monsteri is often met in hisi/*j home’

(4) Hirviön        tapaa       usein kotonaan.


Monster.acc meet.3sg often home


‘The monsteri one often meets in hisi/*j home’

(5) Hirviö           ammuttiin  metsästäjien  toimesta.


Monster.nom shot.pass    hunters          by


‘The monster was shot by the hunters’

(6) *Hirviön       ampui     metsästäjien toimesta.


Monster.acc  shot.3sg  hunters         by

Unlike the passive construction, the zero person construction can also optionally combine with the overt subject, much like the synthetic sybjectless verb forms:

(7)
Jos (joku) 

panee 

lapsen 

vuoteeseen, …


if 
(some/one) 
put.3sg 
child.acc
bed.ill


‘If (some/one) puts the child in bed, …’

Besides Finnish, we will present evidence in support of our arguments from the related language Estonian. In Estonian, the relation between passive and impersonal constructions is even less explored that it is in Finnish, and it is not even entirely clear that Estonian does have an equivalent of the Finnish zero person construction. Our paper shows that it certainly does have a generic construction in which the finite verb stands in the default form and and which has similar properties to the Finnish zero person construction: 

(8)

Poole
tunniga

jõuab

palju
rääkida.



half an hour.com
manage.3.sg
much
talk.inf



‘During half an hour one manages to talk a lot.’
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Finno-Ugric predicate case marking

The rich case-marking systems of Finno-Ugric languages makes for a number of options in non-verbal predicate case-marking in copular clauses (Stassen 2001 citing Lehiste 1972:216 for Estonian and Fromm and Sadeniemi 1956:116 for Finnish) and in secondary predication (Fong 2003 for Finnish). Similar patterns obtain in Hungarian and Votic.

(1)
a.
NN
on
meie
saadik
Londoni-s.
Estonian

NN
be-pres
our
ambassador-nom
London-iness

NN is our ambassador in London.

b.
NN
on
meie
saadiku-na
Londoni-s.

NN
be-pres
our
ambassador-ess
London-iness

NN is our ambassador in London.

c.
NN
on
meie
saadiku-ks
Londoni-s.

NN
be-pres
our
ambassador-trs
London-iness

NN is our ambassador in London.
(2)
a.
Tyttö
on
pieni.
Finnish

girl-nom
is
small-nom-sg

The girl is small.

b.
Hän
on
sairaa-na. 

3sg.nom
is
ill-ess

S/He is ill.
(3)
a.
Pidän
naapuriani
hyvä-nä
ystävä-nä.
Finnish

consider-1sg
neighbor.my
good-ess
friend-ess

I consider my neighbor a good friend.

b.
Me
maalas-i-mme
seinä-n
keltaise-ksi. 

we
paint-pst-1pl
wall-acc
yellow-trs

We painted a/the wall yellow.
Moreover, NP and AP predicates may behave differently: for instance, in Hungarian, unlike in Finnish (Fong 2003), only AP predicates are distinctively marked for stative and dynamic predication:

(4)
a.
Péter
zseni-nek
tart-ja
Mari-t. 
Hungarian

Peter
genius-dat
consider-3sg.def
Mary-acc

Peter considers Mary a genius.

b.
Az 
anyja 
tanár-nak 
tanítatja
Pétert. 

the
mother-his
teacher-dat
learn-make
Peter-acc

His mother made Peter to learn to become a teacher.
(5)
a.
János
boldog-nak
tart-ott-a
Mari-t.

János-nom
happy-dat
hold-past-3sg
Mary-acc

Janos considered Mary happy.

b.
János
piros-ra
festette
az
ajtót.

János
red-sbl
painted
the
wall-acc

John painted the wall red.
In this presentation I argue that such case alternations provide a straightforward argument for multiple case assignment and discuss a possible implementation thereof.
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Diane Nelson

Leeds

(Non)finiteness in Finnish and Saami

Finnish and the Saami languages have a variety of participial and nominalized clauses which are highly relevant for some recent proposals about the nature of finiteness. Both tense and agreement heads have been identified as loci of finiteness subject to parametrization; in other approaches, finiteness is seen as a syntactic primitive hosted by a separate functional head in the C domain (Rizzi 1997). I show that for Finnish and Saami, in contrast to most Indo-European nonfinite clauses and in contrast to true infinitives, these clauses may display both full syntactic agreement and tense/mood semantics. They may also behave as independent syntactic domains for the purposes of binding, which has lead to suggestions that clauses like these are in fact finite (Kornfilt 2007). However, I show that they fall into a distinct class from finite clauses for several reasons: they fail to encode a temporal relation to speech time (Bianchi 2003); they fail to license nominative subject case; and they fail to meet the traditional criteria of standing as independent sentences. These facts lend support to Rizzi’s (1997) FinP proposal, which dissociates finiteness from both tense and agreement, and to a proposed link between finiteness and temporal anaphoricity (Adger 2007).
Irina Nikolaeva

London

Possessive relative clauses in Tundra Nenets
Many languages signal the subjects of prenominal non-finite relative clauses with non-subject gaps by using agreement person/number markers. Two strategies are known for distributing these markers among the constituents of the construction. In the first pattern, fairly frequent in the languages of the world, the agreement is affixed to the non-finite verbal form. This paper focuses on the second pattern, attested in a number of Eastern Uralic languages, which will be referred to as the possessive relative clause (PRC). As illustrated by the following Tundra Nenets example, in this pattern agreement is affixed to a relativised noun modified by the verbal participle: [(mənyº) ta-wi°] te-myi (I give-PART reindeer-1SG) ‘the reindeer I gave’. Given evidence that the relativised noun is external to the clausal domain defined by the participle, agreement triggered by the PRC subject crosses the clause boundary and therefore violates usual assumptions about locality.

Existing analyses of PRCs in other languages account for the apparent violation of locality by movement: either by raising the PRC subject to Spec of the higher NP (Hale & Ning 1998; Hale 2002) or by movement of the clause to Spec DP leaving agreement stranded and cliticised to the head noun (Kornfilt 2004). In both cases locality is preserved at some stage of the derivation. The paper shows that these analyses encounter problems, given the Tundra Nenets data. Moreover, they do not address the formal similarities between PRCs and other constructions persistent across all languages that demonstrate the relevant pattern.
The clear resemblance between PRCs and other constructions independently present in the grammar suggests that appeal to construction types is crucial for understanding this crosss-linguistically rare pattern of relative clauses. The paper proposes an analysis of PRCs using multiple inheritance hierarchy architecture of the sort found in constructional variants of hpsg. PRCs are licensed as a new construction type based on a motivated redeployment of familiar pieces. They represent an amalgam of the properties of three contributing constructions, the possessive construction, the modifier-head construction and the non-finite clausal construction, each of which provides semantic, syntactic and morphological aspects. Crucially, the vague semantics of possessives as a two-place relation motivates an analogical extension between possessives and PRCs and the use of possessive affixes for the purposes of subject agreement. While in regular possessive constructions the nature of this relation is not lexically restricted, in PRCs it is overtly expressed by means of the modifying non-finite verbal form. This analysis provides an answer to the question of what motivates the seemingly unusual pattern of subject agreement, but unlike previous analyses, allows for considerable cross-linguistic variation in the morphological marking of the ingredients of the construction.
Heete Sahkai

Tallinn

The syntax of the Estonian genitive agent phrase

The aim of the paper is to describe a multiply idiosyncratic phrase type from Estonian, which seems to resist an analysis in terms of the combinatorial properties of the head and the general principles of grammar. It will be proposed that it calls for a constructional account. The phrase consists of a non-finite verb form and a genitive NP realizing its actor argument, e.g.: 

(1)
Projekt 
on 
Mardi 

kirjutatud.

project.nom.sg
be3sg 
Mart.gen 
write.prtcpl ‘The project is written by Mart’

The genitive NP is standardly described as an agent phrase (EKG 65-66), although it occurs in active as well as passive contexts and is restricted to non-finite phrases (ibid.), i.e. unlike the agent phrase formed with the postposition poolt ‘by’, it cannot realize the agent of impersonal finite verbs:

(2)
Projekti 
on 
komisjoni 

poolt/*komisjoni 

muudetud.


project.part.sg
be3sg
commission.gen.sg
by/
commission.gen.sg 
change.prtcpl


‘The project has been changed by the commission.’
The restriction to non-finite phrases sets the genitive NP apart from adjuncts and complements in general, as does another exceptional property: its fixed position immediately preceding the verb form. Unlike for instance the postpositional agent phrase, the genitive phrase cannot follow the verb form (3a), nor be separated from it by other constituents (3b), nor be topicalized (3c): 

(3)
a. Projekt on kirjutatud Mardi poolt/*Mardi. ‘The project is written by Mart’

b. Projekt on Mardi poolt/*Mardi hästi kirjutatud. ‘The project is well written by Mart’

c. Mardi poolt/*Mardi on kirjutatud kaks projekti. ’Two of the projects are written by Mart’

The genitive NP behaves nevertheless as a constituent on the coordination and substitution tests. Internally, it is a regular NP and it can be fully referential. 

It is also problematic to analyze the genitive NP as the subject of the non-finite phrase, as is done for the similar element in Finnish (ISK 868)
, since the genitive NP does not co-occur with other VP constituents, i.e. it seems to combine with the lexical verb, not the VP
.

This two-member structure makes the phrase formally similar to phrases headed by verb forms that have grammaticalized into postpositions. In fact, in an analysis of the few transitive gerunds that can combine with the genitive phrase, Uuspõld (1966: 60-61) attributes the exceptional structure of the resulting phrase to the weakening of the categorial properties of the verb form. However, the verb forms combining with the genitive phrase are clearly different from grammaticalized verb forms like vaatamata ‘regardless’: they do not form a closed class and they seem to have the same meaning and semantic argument structure as when they occur in a regular VP. It seems thus unintuitive to posit two lexical entries for these verbs, one accounting for the VP, the other for the examined phrase. 

The examined phrase is also not a general alternative to the VP in non-finite contexts: it occurs in particular contexts, each of which allows a restricted class of verbs. The distribution of the phrase thus supports a constructional approach to the syntax of non-finite forms, as has been proposed for the Finnish infinitives by Leino (2003: 99-104). A construction-based description has also been proposed for the distribution of the Finnish genitive subject (Jaakola 2004: 234sqq.). The examined phrase can likewise be seen to be licensed as part of particular phrasal and clausal constructions. Its common properties in different contexts can be captured by formulating a construction inherited by these contexts. 
The examined phrase occurs with passive participles in different contexts, but not with their negative counterpart in –mata, and with a more restricted class of verbs than the postpositional agent phrase. It also occurs with the infinitive in -da in two clausal constructions (Penjam 2008: 95-98), and in a gerundial construction headed by intransitive -des gerunds. The genitive agent phrase is not productive with transitive gerunds, but there exists a more productive, functionally and formally similar nominal construction, which may be similar to the historical sources of gerundial constructions, given that the latter probably derive from case forms of nominalizations (Laanest 1975: 161). The constructional approach permits to represent this parallelism by generalizing across particular non-finite and nominal constructions, and the genitive phrases occurring in them. It will be argued that this generalization permits to account for several exceptional properties of the nominal construction.

The proposed approach is also supported by the construction-specific information structure of the examined phrase, in contexts where its head verb functions as the main semantic predicate of the clause (as in ex. 1). In these contexts, the genitive NP seems to be obligatorily in focus whereas the verb form cannot be focused. This is unexpected because the agent phrase does not occur in the usual focus position: if the genitive NP in (1) were replaced with the postpositional agent phrase, the latter would have to follow the verb form in order to be in focus, and conversely, if it preceded the verb form, the verb would be focused.
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Identificational Focus Movement at the Syntax/Semantics/Prosody Interface

1. Focus movement 1.1. Chomsky (1971, 1976) proposed that focusing in English involves a covert syntactic readjustment operation analogous to QR, a view criticized by much subsequent work (e.g., it apparently incurs island violations). 1.2. Overt focus-related displacements, nevertheless, have often been given a syntactic movement account, even in those cases where the relevant displacement is not amenable to an analysis in terms of some independently existing construction, like a cleft (as in Hungarian, Basque, Italian, Greek, Finnish, etc). According to the current mainstream implementation of this approach, the displacement of a focus phrase targets a specialized functional projection (e.g., Rizzi 1997), and involves feature-checking. Until recently this has been the received view of focus movement in Hungarian (HFM) too. 1.3. An alternative recent approach to overt focus-related displacements is purely stress-based (e.g., Zubizarreta 1998, Neeleman and Reinhart 1998). On this approach, focus-related movements are triggered to create a syntactic structure that will observe an independent stress–focus correspondence requirement (1) (see Cinque 1993, Reinhart 1995, Szendrői 2003). HFM has been given such a purely stress-based treatment by Szendrői (2001, 2003). On her account the focused phrase is fronted in order to get it into a position (projected through prior V-movement) where main stress gets assigned.

(1) Any constituent that (reflexively) contains the NS of the Intonational Phrase is a possible focus.

2. Issues facing current approaches to HFM 2.1. Horvath (2005) provides a detailed critique of Szendrői’s purely stress-based approach, noting the following two major issues. Szendrői’s approach involves massive look-ahead into the prosodic component within the restrictive mainstream model, where the flow of information between the modules of prosody and syntax is uni-directional, and where syntax is geared to optimally feed the SEM component rather than PHON (Chomsky 2005 et seq). HFM is not bona fide focus movement: on the one hand, HFM is associated with exhaustivity, and on the other, some focused expressions (like information focus, and also- and even-phrases) do not undergo HFM. An additional problem is posed by covert instances of HFM, which is argued to apply to in situ ‘identificational’ foci (see Surányi 2004): such focus movement is left without an account. 2.2. The major issues the “FocP” cum feature-checking approaches face stem from two primitives that they posit: a specialized functional head (Foc), and an uninterpretable focus feature. The latter gives rise to problems of unrestrictiveness, as is the case with uninterpretable features in general that do not have any interface realization (e.g., Brody 2000). As for the former, crucial support for a functional head ideally comes from the fixed absolute position that it determines for a given class of elements, in the case at hand, focus. However, the set of positions that HFM targets is relatively weakly restricted once covert HFM is also taken into account, as Surányi (2004) shows (see also §6.1). That covert HFM exists is evidenced by Beck-intervention effects, and sensitivity to islands (e.g., (2)).

(2) a. Ki akar [le vizsgáztatni csak HÁROM diákot]? (infinitival complement clause)

who-nom wants PV examine-inf only THREE student-acc

b. *?Ki megy be [le vizsgáztatni csak HÁROM DIÁKOT]? (infinitival purpose adjunct)

who-nom goes in PV examine-inf only THREE student-nom (N.B. non-rethorical question)

3. Main claims This paper argues that (i) if applied to the identificational focus (FOCident) involved in HFM (Kenesei 1986, Szabolcsi 1994, É. Kiss 1998) rather than focus in general, then Chomsky’s basic proposal (cf. §1.1) can and should be upheld. In particular, FOCident moves to be interpreted. (ii) Since FOCident is a subcase of (ordinary) focus (defined as invoking alternatives, Rooth 1985, Büring to app.), the PF manifestation of FOCident-movement is affected by prosodic constraints on focus, viz. by (1) (hence by the default placement of the Nuclear Stress (NS), see Reinhart 1995, Szendrői 2003).

4. FOCident as an identificational predicate FOCident is a predicate predicating of some element B that it is identical with some other element A (see Chomsky 1976, Kenesei 1984, 1986, Szabolcsi 1994; see a.o. Partee 1998/2000 and Heller 2005 for such a view of (English) specificational/identificational copular clauses; see also É. Kiss 2006). A and B need to be of the same type if the predication of their identity is to be interpretable. In the identificational focus movement construction in (3), (4a) represents the identificational predicate FOCident. FOCident.is uninterpretable in situ (whether it is object or subject), hence it needs to extract (analogously to QR). The iota operator gives rise to an existential presupposition (obligatory with FOCident., see Bende-Farkas 2006), as well as uniqueness/exhaustivity. (4b) corresponds to the proposition containing the free variable resulting from the extraction of FOCident. (Heim and Kratzer 1998). Note that (4b) must be a full proposition (with the predicate’s arguments, including its tense argument, saturated); and it must contain at least one free variable, otherwise the iota operator would quantify vacuously when (4a) is applied to (4b), yielding (4c). A null constant (realized as a resumptive pronominal element; associated with topicalization/CLLD, e.g., Cinque 1990, Rizzi 1997), instead of a variable, is therefore predicted to be incompatible with HMF.

(3) [JÁNOS]A [jött t vissza]B

J.-nom came back ‘It’s John who has come back.’

(4) a. λp.(ιx.p = j) b. come-back(y) c. ιy.come-back(y) = j

5. The Hungarian clause 5.1 I adopt the view that both the ‘verbal modifier’ VM (e.g., verbal particle) in a neutral clause and the fronted focus are raised to the same functional specifier (see É. Kiss 2005), with the verb adjoining to the host functional head (5a,b). I take this projection to be TP (cf. É. Kiss 2008, see also Horvath 1995), whose head bears an EPP feature. This EPP feature can also be satisfied by negation, an adverbial generated in Spec,TP (5c). 5.2 The NS Rule places the NS on the leftmost phonological phrase of an Intonational Phrase (É. Kiss 2002, Szendrői 2003). As TP corresponds to an IntP, the NS falls on the phonological phrase at the left edge of TP. I argue that this is the reason why the copy of FOCident must be overt at PF in this position.

(5) a. [TP VM [T V [T]] […]] b. [TP FOC [T V [T]] […VM…] ] c. [TP NEG [T V [T]] […VM…] ]

6. Benefits The account of FOCident. based on §4–5 stays clear of the complications with the purely

stress-based approach pointed out in §2.1, as it identifies type conflict resolution, rather than stressassignment, as the trigger of FOCident.-movement. Also, it posits no specialized functional head to treat HMF, avoiding the issues that it gives rise to (§2.2). The main properties of HMF fall out as follows. 6.1 First, covert HMF can target any scope position between the scope positions of any two post-verbal quantifiers (cf. §2.2), because HMF unselectively targets positions that are the sister of a propositional category (which category is turned into an open proposition in the course of HMF). 6.2 We correctly account for the behavior of a second FOCident. (call it FOC2) in a (true) multiple foci construction (cf. Krifka 1991).

FOC2 must undergo covert movement to a scope position below that of the pre-verbal FOCident (call it FOC1). If FOC2 raises to scope below FOC1 in Spec,TP, then, since the NS does not fall on this lower position, the movement of FOC2 will remain covert (just like QR). If FOC2 is to scope above FOC1, then it must raise above it, say, to an outer specifier of TP. But then NS falls on FOC2, rather than on FOC1, therefore it is the movement of FOC2 that will have to be overt. 6.3 Narrow focus on the verb (or on the VM immediately preceding it in neutral clauses) does not involve any extra movement, see (6).

(6) a. [Vissza EMAILEZTE a dokumentumot], nem [vissza FAXOLTA]

back EMAILED-3sg the document-acc not back FAXED-3sg

b. * EMAILEZTE [vissza __ a dokumentumot], nem FAXOLTA [vissza __ ]

This is because the movement configuration analogous to that in (3), required for an interpretation along the lines of (4), obtains even without an extra focus-movement step, since both the verb and the ‘verbal modifier’ are raised out of their base positions independently (to T and Spec,TP, respectively; see §5.1).

6.4 As FOCident.-movement involves no feature-checking, it is correctly predicted not to display Superiority effects (cf. also Boskovic 2002). 6.5 The account explains why VM and V cannot be separated by NEG, but FOC and V can (see (7a–b)).

(7) a. [TP FOC NEG [T V [T]] […VM…] ] b. *[TP VM NEG [T V [T]] […] ]

This is because whereas NEG and VM are alternatives in satisfying EPP of T, FOC is merely able to satisfy EPP once it is in Spec,TP (with the effect of barring the movement of VM), but its movement is not triggered by EPP. Hence base-generating NEG in Spec,TP interferes neither with the movement of FOCident, nor with the overtness of this movement (which is due to NS placement). 6.6 The fact that both NEG and fronted quantifier phrases can precede a pre-verbal focus is not accidental on the present account. FOCident. creates a new proposition (by predicating identity), and quantifier phrases can raise out to the edge of propositional categories; clausal NEG can also apply to a propositional category. 6.7 Finally, HMF (in contrast to QR) can be indefinitely long, moving successive cyclically (e.g., É. Kiss 1987) (a problem for the purely stress-based account). It has been extensively argued that each step of a ‘long’ QR movement must observe Semantic Economy (e.g., Fox 2000, Cecchetto 2004; roughly, it must result in an interpretation that would otherwise not be available). The same should, and does, apply to FOCident movement: in each successively higher position (sister to a propositional category), the semantic argument (4b) of the FOCident is different.

Anne Tamm
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Cross-categorial case in the Finnic nonfinite verbs

This contribution is on case in the Uralic non-finites, classifying it as the phenomenon of verbal case of several less-studied languages and comparing it to combinations of particles and infinitives. An illustration is based on an Estonian inessive m-formative non-finite in the Lexical Functional Grammar (LFG), a formal generative framework that combines with typological insights.

Case is typically regarded as an argument-marking phenomenon in the nominal domain. Case-marking is taken to indicate a word’s nominal category. This approach proposes a broader approach to case, including case on predicates such as adjectives and verbs. Recent research has drawn attention to “verbal” or “versatile” case that appears in the verbal paradigm (Blake 2001, Butt 2006), the nature of which has not been addressed much in formal approaches. Across languages, cases mark bare stems, non-finite verbs, or inflected verbs, serve as clause-linkers and encode tense, aspect, and mood (TAM) (e.g., in Ket, Manambu, Kala Lagau Ya, Latin). Unusual TAM marking by nominal case is also attested in many languages (Nordlinger and Sadler 2004). Spencer (2009) discusses instances of the phenomenon as “case marking on verbs” (1).

(1)
Quechua

Rima-y-ta

xalayu-ru-n.
speak-inf-acc
begin-prf-3s
‘He began to speak.’ (Adelaar and Muysken 2004: 226 in Spencer 2009: 189)
In Example (1), no specific meanings accompany the accusative case. Aikhenvald (2008) provides examples of case on nouns and verbs in Manambu, where the objective-locative case marks a core or oblique argument as in (2). The locative case appears on the verb as well, as on wukemar ‘forget’, adding completivity to the event structure.

(2) 
Manambu

Wun [de-ke-m]
wukemar-e-m

I he-lk-obj/loc
forget-lk-obj/loc
‘I completely forgot him’ (Aikhenvald 2008:587)

Locative case on the verb ‘forget’ gives rise to the interpretation ‘completely forget’. Aikhenvald finds that core cases tend to express aspectual and modal meanings, while oblique cases tend to be used as clause-linkers.

Verbal case phenomena compare well to combinations of adpositions and verbs in the better known European languages (as in go to swim, je viens de manger, Jan is aan het eten). However, the links between the nominal and verbal systems are irregular. Uralic languages, on the other hand, have rich and regular nominal and non-finite verbal case paradigms. Some European Uralic languages have more than 20 cases; several of them encode TAM relationships or negation. The non-finite case paradigms are more restricted but, with the exception of Hungarian, nevertheless unusually rich, and encode TAM and negation.
In LFG, the levels of grammatical representation are linked by (multiple) mappings (Asudeh 2006, Butt et al 1997). The related semantics of case(-like) morphemes that attach to entities of different categories, such as nouns or verbs, can be encoded by the mapping by morphology-semantics constraints. These constraints encode the relationships as in the Karelian Examples (3)-(4), which present the parallel case marking in non-finite forms and NPs. The temporal relationships of events are encoded by spatial case on non-finite predicates. Illative is the Goal case of the argument of the verb ‘go’ in (3a and 4a); the sentence describes an event of the subject going to another location (also in order to get involved in the activity denoted by the verb lacking finite inflection in 3a). Inessive is the Location case in (3b and 4b); the sentence describes the subject at another location (also in the middle of the activity in 3b). Elative is the Source case on the argument of the verb ‘come’; sentences (3c and 4c) describe the subject leaving a place (which in the case of 3c is related to an activity).

(3) 
Karelian

a.

Prokin-Rist'oi meni

verkkoloi
nosta-mah(-päi).

PR[nom] 
go.pst.3s
net.ptv.pl
lift-m_ill_dir
‘Prokin went to take out the nets.’ 
b.

Prokin-Rist'oi oli

olluh 
 verkkoloi
nosta-ma-s.
PR[nom]
be.pst.3s 
be-ptcp.3s net.ptv.pl
lift-m_ine
‘Prokin had been to take out the nets.’

c.

Prokin-Rist'oi tuli

verkkoloi
 nosta-ma-s(-päi).
PR[nom]
come.pst.3s net.ptv.pl
lift-m_ela_dir
‘Prokin came from taking out the nets.’

(4)

Karelian

a.

Menen
linna-h /
linna-h-päi.

go-1s
town-ill
town-ill_dir
‘I go to town.’ 

b.

Olen
linna-s / 
*linna-s-päi.
be-1s
town-ine 
town-ine_dir
‘I am in the town.’ 

c.

Tulen 

linna-s /
linna-s-päi.

come-1s 
town-ela 
town-ela_dir
‘I come from the town.’
Elative and illative NPs as well as nonfinites act as telizers (Tamm 2006), which is a constraint that is encoded at Lexical Conceptual Structure (LCS) and/or thematic structure, depending on the approach, and mapped further from there. Regular spatial and temporal parallels are still expressed by case in the nominal and verbal paradigms in Finnic, but opaque TAM meanings are also present in several Finnic languages. The f(unctional)-structure encodes features such as negation, tense or aspect (Glasbey 2001).Those meanings interface with the semantics via the f-structure, which encodes, as in Example (3b), the absentive or the progressive in Finnic languages. These categories are encoded in the form of functional features representing clauses with the inessive m-formative non-finite.

Finnic has case morphology appearing with a wide variety of in-between categories combining nominal and verbal syntactic and semantic properties, but the exact structures are not understood well. In Koskinen (1998) on Finnish, the lexical feature ([N, V] or [N]) accounts for the nominal qualities of some of the in-between categories, while a functional feature [Tense] explains their verbal and temporal characteristics. Vainikka (1995) proposes an account where the structure VP is embedded under the NP projection with the following structure (V + infinitival suffix (+ case suffix (+ possessive suffix)) for the Finnish forms containing these elements.
LFG spreads this type of information over several levels of representation that have different structural properties. There should be more accounts available for one and the same form. For instance, the Estonian inessive m-formative non-finite has structurally more verb-like infinitival properties with the progressive interpretation (6), and more case-marked nominal properties with the absentive interpretation (5). While coordination with the mas-non-finite and a locative adverbial is possible with the absentive interpretation, as in (7), it is impossible with the progressive interpretation as illustrated in (8).
(5)
Estonian
Anna 
on 
tantsimas.
Anna 
be.3s
dance-m_ine

‘Anna is off dancing.’ (Vogel 2007)
(6)
Õhus 
on 
helju-ma-s 

piparkookide 

lõhn.

air-ine 
be.3s 
float-m_ine 
gingerbread-gen.pl
scent[nom]

‘In the air, the smell of gingerbread is spreading.’
(7)
?Anna

on 
(*ilusas) tantsimas 
   ja 
(suures) koolis.

A[nom] 
be.3s 
nice-ine dance- m_ine  and
big-ine   school-ine 

‘Anna is off (nicely) dancing and at (a large) school.’
(8)
*/%Piparkookide 
lõhn 

on 
heljumas 
ja 
õhus. 

gingerbread-gen.pl 
scent[nom] 
be.3s
float-m_ine
and 
air-ine


(Not interpretable: ‘The smell of gingerbread is spreading and in the air….’)
The levels of representation are kept separate and linked by constraints on the interfaces and at different levels of description in LFG. Both examples contain infinitives (tantsimas ‘dancing’ cannot be modified by an adjective), but the main difference is that with the absentive, the mapping between the Lexical Conceptual Structure or thematic roles and the argument structure involves the locative semantics of the inessive case morphology. No location-related case semantics is involved in the mapping of the progressive structure. With absentives, there is also a constraint on the agentivity of the subject, and with progressives, the subject is constrained for the opposite: it should not be agentive. The functional structure of the absentive does not contain the progressive feature, and there are no restrictions on the c(onstituent)-structure. In case of the progressive, the mapping of discourse structure and c(onstituent)-structure is constrained. 

This analysis may help to understand the parallels with exotic verbal case combinations on the one hand and with adpositions in the better known European languages on the other. In terms of analysis, they can be captured by comparable constraints in the correspondence architecture of LFG, with variations in the categorical status and the degree of nominalization involved, the irregularity of the nominal and verbal case systems, and the variety of structures (e.g. control, raising) that arise in mapping.
The glossing follows the Leipzig glossing rules <http://www.eva.mpg.de/lingua/resources/glossing-rules.php>. The added abbreviations are as follows: dir – directional; ela – elative; ela_dir – elative-directional ill – illative; ill_dir – illative-directional; ine – inessive; ipf – imperfective; lk – linker; m_ela – m-formative elative non-finite form; m_ill m-formative illative non-finite form, the supine (the ‘ma-infinitive’), m_ine - m-formative inessive non-finite form (the ‘mas-infini​tive’); ptv – partitive. Evaluations of ill-formedness try to classify the judgments by the following signs:  * grammatically unacceptable, violates a syntactic or a morphonological rule, # semantically unacceptable, % pragmatically unacceptable, violates a Gricean maxim, ?? possible, but not likely to be found in native productive texts, ? odd use, rather context-dependent
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Lexical-Functional Grammar as a tool for understanding Saami


Many scholars have made use of different varieties of generative grammar to analyze a number of phenomena across the Saami languages (see Julien 2007, Nelson 2007, Toivonen 2007, Svonni & Vinka 2003 and others). However, other scholars find that generative frameworks are not appropriate as descriptive and analytical tools (see Ylikoski 2009 for references and discussion). These scholars commonly consider generative grammar needlessly abstract and convoluted.
This paper argues that Lexical-Functional Grammar (LFG; Bresnan 1982, 2001) is a useful formal framework for the analysis of languages such as Saami. LFG is a non-transformational, generative framework that does not make use of empty categories. LFG separates phrase structure syntax from morphology and allows syntactic information such as agreement and tense to be expressed purely morphologically. It is compatible with the two-level morphology developed for Saami at Tromsø and elsewhere (Moshagen, Sammallahti and Trosterud 2005).

The theoretical points will be illustrated with data from Inari Saami and North Saami. The data concerns verbal agreement, non-finite verbs and nominal possession. LFG provides tools that are formally well-defined, in line with the basic tenets of generative grammar. At the same time, LFG stays close to traditional grammar in many ways. For example, grammatical functions (subject, object, etc), syntactic categories (noun, verb, etc.), semantic roles (agent, theme, etc.) and information structure (topic, focus, background) are analyzed at different levels of structure. This means that there is no need to use the same formal tools and principles when analyzing these different types of information. In particular,there is no need to model all these distinct linguistic phenomena phrase structurally. Let's consider the following example from Inari Saami:

(1) Uábistâm           nevtih        lemin                         u∂∂â kammuuh.

      sister.LOC.1SG seem.3PL be.PARTICIPLE      new  shoes.NOM.PL

     'My sister seems to have new shoes.'

The Inari Saami example is similar to its English in several respects. For example, the word order is the same. However, there are differences in case and agreement marking. These differences are morphological, but also syntactic in the sense that they reveal information about the syntactic roles of the participants in the clause. In LFG, these differences do not need to be reflected in the c(onstituent)-structure, i.e., the phrase-structural syntax. Instead, the phenomena can be analyzed in the morphology and and at the level of f(unctional)-structure, which is separate from the c-structure. C-structure is reserved for the representation of word order and constituency.

There are potential mismatches between different levels of information. As a consequence, potential language universals are not necessarily evident at all levels. For example, languages can share a feature at the level of semantic roles, but this feature is not necessarily realized in the same way in different languages.
Barbara Ürögdi

Budapest

Referentiality Restrictions on the Wh-Expletive Construction in Hungarian

The interaction between the characteristics of a phrase and the availability of/restrictions on extraction out of that phrase is one of the central issues investigated by research on syntactic locality. In particular, it is well-known that the referentiality of an extractee interacts with its movement possibilities out of some phrases – the latter are usually known as “weak islands” since they disallow the extraction of a phrase (e.g. wh or focus) out of them if the relevant phrase is non-referential. Weak islands have been argued to be a universal (hence, semantic) phenomenon (cf. Szabolcs&Zwarts 1993), meaning that non-referential variables cannot be construed inside certain kinds of phrases (e.g. extraction of a non-referential wh-phrase out of a factive embedded clause). Yet, there are also cross-linguistic differences that constrain the relevant types of movement. In this paper, I show – based on a comparison of evidence from English and Hungarian – that the referentiality of the phrase from which extraction takes place is also relevant. In particular, I look at the properties of long-distance wh-extraction vs. the wh-expletive construction (WEC) in Hungarian to demonstrate the role of referentiality. 

Referentiality is argued to be a syntactic/semantic property that (a) applies to clauses as well as nominal expressions, and (b) determines the “islandhood” of a phrase straightforwardly. Neutral clausal complement constructions exhibit two patterns in Hungarian. Following de Cuba&Ürögdi (2009, forthcoming), I take the contrast in the availability of azt in (1) to reflect the syntactic difference illustrated in (2).

(1) (a) 
Péter (*azt) sajnálja hogy havazik.

Peter Dem-ACC regrets C snows

“Peter is sorry that it’s snowing.”

(b) 
Péter azt mondta (hogy) havazik.

Peter Dem-ACC said C snows

“Peter said that it’s snowing.”

(2) 
(a) = (1a) V [ CP ] (b) = (1b) V [cP azt [ CP ]]

I take azt to be a clausal expletive standing in for cP that raises to represent the clause in the preverbal position. I tie this syntactic contrast not to the factivity of the selecting predicate but to the referentiality of the complement clause, with non-referential cP syntactically more complex than referential CP (in the spirit of McCloskey 2005 and Krifka 1999).

(3) 
CP: [V [CP]]: a referential entity denoting a proposition without illocutionary force.

cP: [V [cP [CP]]]: a non-referential semantic object denoting a speech act.

CP is arguably available with any embedding V, while cP is restricted to non-factives. The referentiality of CP is supported by distributional evidence from English (see de Cuba&Ürögdi forthcoming) but Hungarian provides more direct evidence. It has long been known (as summarized in Kiss 2004) that, in Hungarian, non-referential expressions are generally required to leave the VP since they must appear in the preverbal position (forming a complex predicate with the verb). The fact that the cP in (1b) but not the CP in (1a) must be associated with this preverbal position (via azt) shows that the clause for which azt stands in (1b) (a cP in our terms) must be non-referential. This means that the appearance of azt is dictated by an inherent property (the referentiality) of the clausal complement, making it a diagnostic for the cP/CP difference. Note that azt can also associate with CP but only as contrastive focus: 

(4) 
Péter azt sajnálja /mondta hogy havazik.

Peter Dem-ACC regrets / said C snows

“What Peter is sorry about / What Peter said is that it’s snowing.”

The difference in interpretation and prosody between (1b) and (4) shows that azt is interpreted referentially in (4), meaning that its associate is a CP (rather than a cP). Azt as a clausal expletive can be generated in Spec,cP as well as Spec,CP, and once it moves up to the preverbal position, it conforms to the usual pattern: contrastive if referential, and non-contrastive if non-referential. This line of analysis opens up interesting possibilities for an account of the WEC. In Hungarian, unlike English, both factive and non-factive embedded clauses disallow the extraction of a non-referential wh-phrase (5a). However, the WEC is always available when the complement is non-referential (a cP in our terms), as in (5b), resulting in an open question. 

Parallel to the above analysis of azt, I claim that mit in (5b) is a clausal wh-expletive (see Horváth 1997) that, like azt, starts out in Spec,cP and raises to take matrix scope. 

(5) 
(a) 
*Hogyani gondolod/sajnálod, hogy Péter viselkedett ti?

how you-think/you-resent C Peter behaved

Compare the English: “How do you think/*resent that Peter behaved?”

(b) 
Mit gondolsz, hogy hogyani viselkedett Péter ti?

what-Acc you-think Comp how behaved Peter

‘How do you think Peter behaved?’

Horvath (1997) discusses the WEC, arguing that the wh-phrase appearing in the matrix clause is an associate of the entire embedded clause (rather than of the embedded wh-element). While her analysis is in accordance with the one presented here, I go on to discuss referentiality restrictions on the interpretation of long-distance wh-extraction vs. the WEC, including novel data from a questionnaire survey. Some of Horvath’s data generalizations are not supported by my results, while others prove to be misconstrued with respect to the role of referentiality in the WEC.

While one dialect of Hungarian only allows the wh-expletive to be generated in Spec,cP (thus, only non-factive verbs are possible in this construction, and the interpretation must be that of an open question with no presupposition), another dialect also allows these constructions with factive verbs (6a). On this account, this means that mit in this dialect can be associated with CP (hence a referentiality requirement on the possible answers to (6a) – in contrast with (5b)). The infelicity of the answer in (6b) shows that the object clause is part of the presupposition (cf (6c)).

(6) 
(a) 
% MIT sajnál János, hogy kivel randizik Mari?

what-Acc regrets John C who-with dates Mary

“Who does John regret that Mary is dating?”

(b)
 # Semmit. Nem is ismeri Marit.

nothing-Acc neg prt knows Mary-Acc

“Nothing. He doesn’t even know Mary.” (test adapted from Horvath)

(c) Interpretation: Which proposition of the form “Mary is dating x” do you regret?

Horvath marks (6a) as grammatical regardless of the referentiality of the embedded wh-word, claiming that the example can be read as non-referential, providing evidence that the matrix wh did not move from inside the complement clause. Note, however, that (6a) is expected to be universally out on a non-referential reading of the embedded wh-phrase regardless of movement constraints, given the ban on construing non-referential variables inside weak islands. I show that in fact (6a) is only acceptable if both wh-phrases are read referentially, confirming the idea that (a) factives can only take CP and (b) CP is a referential expression.

In the final part of the paper I tie these results in with the contrast between English and Hungarian noted in (5a), arguing that the Spec of CP in both languages has a referentiality restriction, which applies both to expletives and to elements moving through this position. The contrast between the two languages comes down to movement vs. expletive strategies.
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(2c) Partial participant 


(diagram from Beck 2001)








� I focus on examples where the occurrence of toinen with the possessive suffix is plural. The singular form of toinen+Px is also used in some contexts (see Hakulinen et al. 2004:720), but its properties and use are not yet well-understood.


� The properties, distribution and origins of the Finnish genitive subject are however quite different from those of the Estonian genitive agent phrase; some of the differences in their distribution are described in Jaakola 2000.


� There is one context in which it does co-occur with other constituents and thus can be analyzed as the subject/specifier of the non-finite phrase – gerundial constructions headed by intransitive des-gerunds – but in this context too the genitive NP tends to combine with a lexical verb.
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